2. Phonological treatments of the Bulgarian data
2.1. Jer accountsfor the Bulgarian ghost vowel alternations
2.1.1. Scatton's treatment of ghost vowel syncopati: DEL and LOW

Scatton (1975) argues for the existence of undeglyers (high lax vowels) in modern
Bulgarian: fi/, the back jer, and// the front jer. One rule (DEL) deletes some @& th
jers; the others are changed into mid vowels byreraule (LOW), namely:

a —>9 i—>e

This is a case of absolute neutralization.

Scatton's proposals were entirely in keeping vhththen totally accepted principles of
SPE phonology.

The jer solution first appears in Lightner's anaslyd Russian (Lightner 1965). Lightner

introduces the distinctive feature of tenseness uinderlying representations.

Underlyingly, jers are lax vowels. However, thewaesurface as lax. All phonetically

manifested jers are mid tense vowels. Tensenesstidistinctive in surface phonetic

forms.

Here is the formulation of the two rules (DEL and\W) from Scatton (1975):

[ +syll ] [+ syll]

DEL —tensd M- @ / #X Co {[+ tense}} Y | #
| +high [~ high]

LOW YT high]
| —tensg

"High lax vowels delete before a syllable contagnamy non-high or any tense vowel
and in word-final position; they are lowered whbayt occur in a syllable followed by a
syllable containing another high lax vowel." (Soati975:17).

Below, we give the following simpler forms for DEand LOW without feature
matrices. We put Y instead dffor the back jer and E instead iofor the front jer. V
stands for a non-jer vowel and # for the word-end.
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A jer is deleted before a non-jer vowel, with othwaut intervening consonant(s), and at
the word-end.

LOW Y —> 29

As LOW is ordered after DEL, this means that at jinat remain after DEL has applied
must be lowered to mid vowels.

2.1.1.1. Abstract segments: inflectional jers

The above analysis works if a back jer (Y) is paxs$iat the end of every consonant-final
(D-inflected) word. The presence of a jer inflectiat the end of masculine singular
nouns is motivated by a tendency for the article répeat the vowel of the
number/gender marker. But this repetition is nateymatic. The @-inflected feminine
nouns, for instance, take anfinal article (1a) like a-inflected feminine nouns, e.g.
pesen 'song’ — pesen+ta def.; cf. Zen+a 'woman' — Zen+arta, defl All neuter
singular nouns, regardless of whether their inibecis -0 or €, take the same article
(-to), cf. ok+0 'eye' —ok+o+to, def., where the vowel of the article is identitmkthat

of the inflection, andiet+e 'child' — det+etto, def., where these vowels differ. Plural
i-inflected nouns take the articlee,-which does not reproduce exactly the vowel of the
plural inflection:vopl+i ‘wails' —vopl+i+te, pl. def.;Zen+i 'women' —Zen+tte, pl.
def. However, the repetition tendency is corrolemtaby neuter nouns that admit of
alternative plurals, e.gam+o 'shoulder’ —ram+ene pl., ram+ene-te, pl. def., and
ram+eng alternative pl.ram+enatrta, pl. def., as well as bg-inflected masculine
singular nouns, e.fpast+a'father' —bast+atta, def.

Scatton motivates his positing a jer inflectioreig. nos 'nose' (/nos+Y/) by admitting
underlying -/tY/ for the masculine singular artiokgth repetition of the inflectional
vowel /Y/ of /nos+Y/, thus deriving the definiterfo nos+it [nost] 'the nose' from an

1 As for stress, the twota articles differ. The latter is inherently stresslewhereas the former is
provided with a lexical accent. Some speakers temqtonounce stressethi-as [b] in colloquial speech,
but the unstresseda-is also pronounced with a final schwa-like soung do vowel reduction, e.g.

[Ze'natal is realized as [Ze'klat
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underlying /nos+Y+tY/, where thé [s] results from the retention and lowering of the

inflectional jer before the final jer of the argcllt is clear that the jer inflection,

necessary to correctly derive the forms of @-irtlecfeminine nouns likpesen'song'

IpesEn+Y/, cannot be given such motivation, theinitef form beingpesen-+ta not

*pesen-t.

In order to derive the correct surface forms witle rules DEL and LOW, similar

inflectional jers should be posited at the endlloPainflected forms in Bulgarian:

» the singular indefinite forms of @-inflected masoalnouns

« the singular indefinite masculine forms of adjeesiy participles and ordinal
numerals

» the singular indefinite forms of @-inflected fenmrinouns

« the singular forms of the truncated imperativesdéfza 'hold' and its prefixed
derivatives (cf. 1.2.3.1.3)

Consider the derivations fdovec+at 'hunter' def., andovc+i, pl., as required by
Scatton's analysis:

lov+Ec+Y+tY lov+Ec+i
lovEcYt lovci DEL
lovecot LOW

2.1.1.2. How to order DEL and LOW ?
As reported by Scatton himself, the same resubbbtained if DEL and LOW are

applied in inverted ordérin this case, first LOW" applies to jers that fitnémselves
before another jer with intervening consonant(s).

ow gt m- )/ —oie)

Then DEL" deletes all surviving jers

DEL’ {Y} M- @
E

2 «In the discussion above | took for granted thBt BTE precedes LOWER. However, it is possible to
formulate these two rules in such a way that theposjte order holds, LOWER — DELETE, without

affecting the outcome of derivations in any waysedtton 1975:18)
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Assuming the above formulations for LOW" and DElLithwnverted order of the rules,
we obtain the following alternative derivations fowec+at 'hunter' def., andbvc+i,

pl.,

lovEc+Y+tY lovEC+i
loveotY LOW’
lovecot lovci DEL’

2.1.1.3. Deriving the object definite formgkratak clen)

In Scatton's analysis, whatever order of the rideadopted, the object form of the
masc.sg. definite fornovec+[a] cannot be derived without introducing an additbn

rule: the object form must be obtained from the-nbject one by means of truncation
of the final [t]. Moreover, T-Truncation must bedered after LOW or after DEL’

according to which order DEL-LOW is adopted:

lovEc+Y+tY lovEc+Y+tY

lovEcYt DEL lovectY LOW’
lovect LOW lovect DEL’

love® T-Truncation love® T-Truncation

2.1.1.4. Is the schwa of the postpositive masc.sgfinite article
a ghost vowel ?

Thea [9] of the definite masc.sg. article does not altexnvaith zero. According to the
definition of ghost vowels adopted here (vowelst thkiernate with zero in surface
forms), it must be viewed as a stable vovegl Our principle is to posit underlying
structures (either jers or the alternative striegu— floating segments — that we
introduce further on, cf. 2.2) only where an al&gion with zero actually occurs. This is
not the case with the vowed][of the definite article. Therefore, the undertyiforms of
the masc.sg. definite article should bes/;+hot +/<9>/, for thekratak clen, and +at/,
not +/<9>t/, for thepalen clen.

It is preferable to attribute the retention of gheswels before the masc.sg. definite
article to a morphophonological effect than to pinesence of another underlying ghost
vowel. Moreover, the definite article for the masc.is not the only vocalic inflection
to have such suspending effect on GV alternatiees,1.1.6.1.
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2.1.1.5. Derivational jers

Another problem with the jer analyses of Slavic ghawels is that one has to assume
not only that every zero-inflection is an undertyiand never surfacing) jer, but also
that some of the suffixes that we interpret as cpast-initial are jer-initial.

Scatton (1975:32) posits two jer-initial suffixethe adjectivizing sk+i and the
nominalizing stv+o whose lexical representations are assumed to Bek+i/
and -/Estv+o/, respectively.

Unlike inflectional jers, derivational jers do hayghonetic realization, but their
distribution is different from that of root-inteingers and jers in suffixes with ghost
vowels (e.g. -en-/-n-, ak-/-k-). The surfacing of so-called derivationalrgeis
conditioned not by the nature of the following vdwjer or non-jer), but by the nature
of the preceding consonant (a [-anter] coronal ireguthe manifestation of [e], cf.
1.1.4.4). We prefer interpretinggstv+o as a separate allomorph of the nominalizing
suffix -stv+o, with stable underlying /e/, not with jer /E/. Thestv+o allomorph is
selected at the level of lexical representationsdoys that end in a [-anter] coronal (see
1.1.4.4). The same is valid foesk+i vs. sk+i, where a third allomorphk+i can be
observed (see chapter 1, ex. 62).

2.1.1.6. Distinguishing CS-roots from roots with amnderlying <V>

Scatton does not distinguish underlyingly <V>-stdnosn CS-stems (see 1.5.3). In his
analysismisil 'thought' likefiltar filter', rebro 'rib' like srebro 'silver' must contain a
stem-internal jer, i.e. their underlying represemtas /misYI+Y/, ffiltYr+Y/, /[rebYr+o/,
IsrebYr+o/ from more abstract [##EmisSIHY##/, [HRANHAE],  [#Hrebrio##,
I##srebr#to##/. The stem jer is inserted at thel levéexical representations by means
of the rules of SYL™ andlu(hence, YL), cf. Scatton (1975:33-34). Thus, dliféerence
between GV roots that take the non-jer allomorplthef adjectivizing suffix -EN, e.g.
misl+en misl+en+a, rebr+en, rebr+en+a, and GV roots that select the jer allomorph
of the same suffix, e.diltar+en, filtar+n+a, srehir+en, srehir+n+a, is not encoded in
the respective underlying forms. The analysis camcoount for the existence of two
alternative EN-adjectives fromjatar ‘'wind' — vjatar+en, vjatar+n+a, with the jer
allomorph, andretr+en vetr+en+awith the non-jer allomorph of the suffix (cf. 1AQ
given that the sole possible representation ofdoe¢ is /VatYr+Y/ from more abstract
[#vatrEY##/. In our opinion, it should be possibleptsit two alternative underlying
forms for a stem lik&jatar ‘'wind', each giving rise to a different -EN adjeet
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2.1.2. Zec's Lexical Phonology analysis of GV alteations in Bulgarian

Zec (1988) assumes the existence of two levelkangxical component of Bulgarian
phonology: a cyclic and a postcyclic one. Her mfider Vocalization that corresponds
to Scatton's LOW is a cyclic rule, while Jer Dalati(equivalent to Sactton's DEL) is
post-cyclic. In Zec's interperetation the lattemmat apply before the rule of Jer
Vocalization (i.e. LOW) has lowered all the jersattttould be lowered. Jer Deletion
applies before Final Devoicing, a post-cyclic lekicule that devoices obstruents in
word-final position. That is why Jer Deletion ifseiust apply at the post-cyclic lexical
level.

Let us consider the derivation dbvec+at 'fool', def., andlovc+i, pl. in Zec's
interpretation:

Cycle 1 lovEc lovEc

— — Jer Vocalization (LOW")
Cycle 2 lovEc]Y lovECc]i

lovec]Y — Jer Vocalization (LOW")
Cycle 3 lovec]Y]tY —

lovechp]tY — Jer Vocalization (LOW")
Output of Cyclic Level loveatY lovEci

lovect lovci Jer Deletion (DEL")

The rule describing jer surfacing (Scatton's LOV@Es not need to apply cyclically.
There is no reason for LOW to apply after each wimnation rule or in derived
environments. Actually, in Scatton's analysis thke of LOW applies simultaneously
on all jers that find themselves in its contextapiplication, thus yielding the correct
outcomes.

2.1.3. Doing without inflectional jers

If we want to capture the generalization stated/k86-v, we can re-formulate the rule
of LOW as follows:
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Y (Na
Y 9 E
® LOW m - Co )
e = ) —=1c o
# (e

Here (i) and (i represent the two subcontexts of context 2 ind4dh|1.6.3), whereas
(i)a refers to context 3 in the same table.

Thus reformulating the rule of LOW, we can get oidinflectional jers and posit jers
only where ghost vowel alternations are actuallyerbed.

LOW" is followed by the rule DEL"": jers that amet lowered have to be deleted.

(i) DEL" {E} M- & (ii)

The order LOW-DEL will be preferred to DEL-LOW.
2.2. Accounts for Metathesisin Bulgarian
2.2.1. Scatton's treatment of metathesis

Scatton (1975:30) treats the metathetic alternad®ia special case of the vowel-zero
alternation”. He demonstrates that most of the $ooh metathesizing roots, namely
those where the sequencd.ig are derivable by means of the same rules — DEL an
LOW — that are needed to account for vowel/zerera#tions.

To derive theal forms of metathesizing roots, Scatton introducesrube of
syllabification (SYL) which attributes a syllabitatus to those liquids that, after the
deletion of jers, find themselves in inter-consdabposition. But syllabicity of liquids
is only an intermediate state: two rules of syltabeinterpretation (b andoslL) are
ordered immediately after SYL in the course of deion, inserting a schwa in the
neighbourhood of syllabic liquids.

3 According to Velcheva (1993), historically the eveumbered jers in sequences of contiguous sylable
containing jers dissimilated by vowel height. Omlfter the dissimilation process had taken place the

remaining jers underwent a process of weakeninghwéinded in their loss.
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SYL L —> L/ #XC)__ (CY)#

Lo L —> b/ #X__GY#

aL L — oL

Here are the derivations for examples (3a)—(3eplel'®, as required by Scatton's
analysis of metathesis:

krYv+av+Y krYv+Y krYv+Y+ta krYv+En+Y krYv+En+a

krvav KrYv krYvta krYVENY krYvna DEL
Krav Kravta krven kevna LOW
krvav SYL
Ls
karvav oL

It can be seen that rule 3k remains unexploited. The latter is necessary for
morphemes that contain a non-alternating sequerceas inkrast+ove pl. of krast
‘cross' tlast+a, fem. oftlast 'fat'. As Scatton (1975:34) posits an underlyimg(derived

by means of the rules of SYL" and LY, sBge that apply at the level of lexical
representation of morphemes) in such forms, he ;ékd rule «b» in order to
reinterpret the syllabic liquids that are triggebedore a vocalic suffix, e.g.:

KrYst+Y krYst+ove tlYst+Y tlYst+a

krYst krstove tlYst tista DEL

krast tlost LOW
krstove tIsta SYL
krastove tlosta )

Following the principle of positing underlying sttures only where an actual
alternation can be observed, we prefer to positanggr, but a schwa in the lexical
representation of nonalternating roots lkeést 'cross'tlast 'fat":

(1) krast+Y  krast+ove tlost+Y tlost+a
krast krst+ove tlost tlost+a DEL
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Thus, in our interpretation, no syllabic liquidsncéde obtained in the course of
derivation when roots like those in (1) take a vWocsuffix. Therefore, the rule «»
proves unnecessary if such perspective is adopted.

2.2.1.1. Double application of Syllabification + Siabic reinterpretation

The rules of SYL", LY and YL in Scatton (1975:33apply at the level of lexical
representation":

SYL’ L—>L/C__C
LY L —> LY/ G
YL L — YL

This subset of rules is necessary, as Scatton assammore abstract underlying form
for non-metathetic roots containing a non-altengatia or a non-alternatingL : a
liquid between consonants, e.q. /##krst#Y##/, s###/. The surface (and non-
alternating) schwa in non-metathetic roots is tinserted by the above rules.

Following the principle of positing underlying sttures only where surface
alternations occur, we assume that only the mdiathmots with alternating sequences
LalaL (e.g. krav ‘'blood', karv+i, pl., palz+[i+3] ‘creep' ipfv., plaz+n+a,
pfv.semelfactive) should contain a jer in theiriée representations. All forms with
metathesis, unless they select the non-jer -/difikqaf. 1.2.7.2.2), can be viewed as
coming from underlying /CLYC/. As for the non-alt@tingLa sequences (e.drast
‘cross',krast+ove pl.), they are the manifestation of an underlyi@§aC/. Likewise,
the nonalternatingL sequences (e.gilt 'yellow', Zilt+a, fem.) are the manifestation of
an underlying /GLC/. Assuming such lexical representations, we doneed the rules
of SYL", LY and YL, i.e. the double application ttie rules of syllabification and
syllabic reinterpretation before and after LOW-Dislno more required.

2.2.1.2. Word-initial sequences "sonorant + schwa"

The final form of the rules of SYL", LY, YL, SYL,dandsL (Scatton 1975:37-38) is a

step towards a unified account of metathesis amdtgéowels in sonorant-final stems.

It includes nasals, but not [v] in the focus ofdbeules.

Scatton also posits underlying pre-consonantal remrt® for word-initial sequences of

"sonorant + schwa" (Scatton 1975:37). But the lageguences are never alternating.
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Hence, in our interpretation they will be represenas /#9/, i.e with stable schwa
instead of jer. Thus, instead of /##rk#a##/ givilYk+a/ for raka 'hand’ and
I#HEMX#Y##) giving /mYx+Y/ formax 'moss’, cf.max+ove pl., we posit underlying
Irak+a/ and /max/ with stable schwa.

2.2.1.3. About Scatton's treatment of suspended nahesis before -va-

Scatton (1972:42, 1974) treats the imperfectivianoffix -va- that exerts a suspending
effect on metathesis (cf. 1.2.7) as derived fromuaderlying /ava/. Actually,ava is
another productive imperfectivizing suffix in Bulggn, used with stressless verb roots.
When a stressless root is combined with the sudfea/, stress is shifted to the suffix-
initial vowel, e.g./s+pesi+a/ 'save' pfv. 1p.sg.pres., /s+pdstwva+m/ ipfv. 1p.sg. pres.
In Scatton's analysis stress-assignment is folloled rule of A-Deletion that deletes
the initial /a/ of the suffix /ava/, when the lattemains unstressed. A-Deletion must be
ordered after Metathesis, i.e. after the set aéguhat regard jers, syllabification and
syllabic reinterpretation, in order to achieve timaperfectives with suspended
metathesis (cf. 1.2.7.2):

iz+skrYc+ava+m

iz+skrYc+ava+m Stress-assignment
izskrcavam DEL

izskrcavam SYL

izskarcavam aL

izskarcvam A-Deletion

To derive secondary imperfectives from semelfacieefectives by means of thea-
suffix, e.g. skrac+va+m 'squeak’ ipfv. 1p.sg.pres., coming froskrac+n+a, pfv.
1p.sg.pres., a rule of N-Deletion is needed. IntBo& analysis, this rule of consonant
deletion has to apply in pre-vocalic context, gitleat it must precede A-Deletion:

skrYc+n+ava+m

skrcnavam DEL
skrcnavam SYL
skrcnavam b
skracavam N-Deletion
skracvam A-Deletion

85



It is preferable to posit a consonant-initial letiéorm /va/, instead of /aval/, for the
suffix -va-, thus treating the deletion of the semelfactine before [v] as a case of
cluster simplification (skicnvam > skscvam; cnv > cv). The suspension of metathesis,
restricted to prefixed derived imperfectives, withen be attributed to a
morphophonological effect exerted by the imperfaziing suffix va- in combination
with a prefix (cf. 1.2.7.).

2.2.2. Zec's treatment of metathesis

Zec (1988) posits a lexical representation for mheisizing roots with no underlying jer
and with an interconsonantal liquid, i.e. the saepmresentation that Scatton assigns to
non-metathesizing roots containing a stahleor a stableiL sequence. The problem
with Zec's analysis is that it neglects part ofdaga on metathesis in Bulgarian, namely
the forms where a metathetic root combines withfixswhich exhibits a ghost vowel
alternation. These forms are impossible to derivéh the representations and rules
adopted by Zec.

Since liquids are never syllabic in surface Bulgariforms, Zec assumes that they
cannot be syllabic at the post-cyclic lexical lewdher. What provides them with
prosodic licensing at this level is not their int@gpn in syllables, but in moras —
subsyllabic prosodic units. In Bulgarian, in adufitito vowels, some liquids (those in
metathetic roots) can be viewed as underlyingly airi.e. sufficiently sonorous to
form moraic peaks. Thus, in Zec's analysis, theetyishg forms forkrav 'blood' and
grab 'back’ contain a liquid with a prelinked mora:

Moraic structure is built in a cyclic fashion: "nadfication obeys the strict cycle and
will operate throughout the cyclic component” (2€88:562).

H H H H

A Y A rrr
[[g r b] Y] [[k r v]Y]

H H H H H H

/N Y N /A Y B
[[g r b] at] Y] [[kr v] av] Y]
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After Jer Deletion has removed jers (see 2.1.2pbtain:

M H
I ]\ I ]\
g r b k r v
H M H M
A Y N A VA
g r b a t k v a v

At the post-cyclic lexical level syllables are deghby mora-to-syllable mapping. Since
all Bulgarian syllables are monomoraic, this is ree-00-one mapping. The internal
constituency of each mora is preserved under thigping.

The output of the mapping is:

(¢ (¢
| |
il 1l
A A
g r b kK r v
(¢ (¢ (&) (¢
| | |
il il 1l il
/A Y I 1\
g r b at k r va v

Further Zec assumes that moras and syllables gifgtent requirements: not every
segment that can serve as a moraic peak can alsoaea syllabic peak. In particular,
Bulgarian liquids are sufficiently sonorous to geas proper moraic peaks, but not to
serve as proper syllable nuclei. The single mordénsyllable will have to conform to
the sonority requirements imposed by syllablessTikidone by means of a rule of
(Schwa) Epenthesis which acts as a kind of repetegyy. It is predictable where the
epenthesized vowel will appear with regard to $j#astructure. If two vowels were
inserted, i.e. both to the left and to the righthed moraic liquid (e.g. *srab, *gorabat,
*karav, *karavav), the resulting form would require a disruptiohmoraic structure.
This is not allowed under the mora-to-syllable magmefined by Zec.
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In addition to the general syllable structure craist in Bulgarian, which allows at
most one consonant in the coda, the Epenthesispuades a further constraint: it
obligatorily creates closed syllables:

Epenthesis (Zec 1988:565).

c v ¢ (where "c" and "v" stand for conantal and vocalic segment,
respectively)

However, in derivatives where metathetic roots likeiv 'blood' andgrab 'back’ find
themselves before a ghost vowel (jer) suffix, é&mgiv+en 'bloody’, krav+n+a, fem.,
and grab+en 'back’ adj.,grab+n+a, fem., the rule of Epenthesis as formulated above
gives wrong outputs. This subset of data seemawe heen ignored in Zec's analysis.

il 1l il il il il
/A T A R A rFrrrr
[[90 r b] E n] Y] [Tk r v] E n] Y]

After Jer Vocalization and Jer Deletion:

il 1l poooon
A /A
g r b e n k r wve n

(¢ (¢ (¢ (¢

| | |
il il 1l 1l
A Y /A | B
g r b e n Kk r wve n

The rule of Epenthesis then gives the followingrfsithat are incorrect:
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(¢ (¢ (¢ o
I I I I
1 1 u 1
A A /] \ ll \ A A
goa r b e n ke r v e n

2.3. An Only-Stem-Internal (OSl) Jer Analysis

In this section we discuss a unified treatment etathesis and ghost vowels in CS-
stems.

2.3.1. Enlarging the focus of SYL: Sonorant Syllalfication

We would like to reconsider the following generation stated in chapter 1, (132)-v,
based on Table 1, and repeated in (2) below:

(2) All schwa insertions are pre-sonorant:

. in context 2 (stem types B, D)
and some of them are pre-liquid:
. in context 1 (stem types C, D)
. in context 3 (stem type D).

To this purpose, we will enlarge the focus of thie ISYL by including, beyond liquids,
all other sonorants, i.e. the nasals [m, n] (adt&caloes in the final form of his rule,
1975:37) and [v], which functions, at least in soas@ects, as a sonorant in Bulgarian:
like sonorants and unlike voiced obstruents, itsdoat spread [+voiced], cf. 1.1.3.2.
This will give the following rule of Sonorant Syildication (SYL™):

(ii)y SYL” S —> s/ C_{C} (iya
# (ii)b

It is easy to see that thus reformulated, the ¢aleers all the contexts listed in (2).
2.3.2. Pre-Sonorant Schwa Epenthesis
The syllabic sonorants generated in intermediagesentations will trigger schwa

epenthesis only when followed by a (non-syllabiopsonant or when found at the
word-end. If the consonant that follows the focam@ant is another sonorant that has
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been turned syllabic by means of rule (iii), ruie) (s inapplicable. We thus exclude
context 2 for stem type D (see Table 1), whereamwva surfaces before the liquid.

C .
(iv) o-Epenthesis ~ S—> 3S / _{ } (iv)a

here @S
# where @ < (iv)b

2.3.3. Sonorant Desyllabification

Those syllabic S that have not triggered schwa-epenthesis,areain unchanged after
application of rule (iv), must undergo a rule ofsgéabification, see (v). This is
necessary because Bulgarian has no syllabic sasoranits inventory of surface
segment realizations.

(v) Son Desyll ' S—> S (V)

The rules of SYL" (iii),a-Epenthesis (iv) and Son Desyll (v), in additionL®OW"" (i)
and DEL" (i), will suffice to generate all formsoin all stem types recapitulated in
Table 3. Here we repeat the entire rule set foomlg-stem-internal jer treatment of
Bulgarian GV alternations:

Y (i)a
o (g e :
(I) LOW I - _CO ‘
= e C (i)b
i (i)c
(i)  DEL" {Y} M. & (i
E
i) SyL" s _—>s/ic__ {C} (i)a
# (ii)b
(iv)  o-Epenthesis ' S—> oS/ _{C} where G+ S (ﬁv)a
# (iv)b
(v)  Son Desyll 'S—> S W)
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2.3.4. Testing the rule set of the OSI Jer Analysis

We will now test this rule set with the examplesTable 3. In Table 4 below, we use
capital Y for the back jer (corresponding to oupgfhschwa s> and to Scatton's high

lax U) and capital E for the front jer (correspondingota ghost <e> and to Scatton's
high laxji).

1 [ filtYr+i filtyr filtYr+ ce filtYr+En filtYr+En+a
filtar  (c) [filtarce (b)|filtaren (a),(c) filtarEna @) ()
filtri filtarna (i)
1" | pesEn+i pesEn pesEn+ta |pesEn+En pesEn+En+a
pesen (c)]pesenta (b)pesenen (a),(¢pesenEna (a)(i)
pesni pesenna (i)
2 | misl++a misl misl+ta misl+en misl+en+a
misl  (b) | misita  (a) (i)
missl (b) | misslta (a) (iv)
3 | krYv+av krYv krYv+ta krYV+EN krYv+En+a
krov  (c)|krovta  (b)|kraven (a),(c)| kravna @) (@)
krvav (i)
krvav (a) (iii)
karvav (a) (iv)
4 | vrv+olicta |vrv vrv+gicta | vrv+en vrv+en+a
vrvolica VIV vrvéica (a)| vrven (a) [ vrvena (@) | (iii)
(@) vrav  (b)|vravcica (a)|varven (@) |varvena (a) |(iv)
varvolica vrav  (b)|vravcica (a) v)
(&)
5 |[begl+i begl — begl+Ec begl+Ec+i
beglec (c (1)
begici (i)
begl (b) begki (@) | (iii)
bepl (b) belci @) |(iv)
6 begl+ec begl+ec+i
(i-v)
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7 |drYzte dryz dryz+k+a |-dr(Y)z+ECCE |-drYZ+Ec+i *
draz  (c)|drazka (b)|* -drazci @) |(@)
drze -drzec (c) (i)
drze (@) (iii)
dorzo  (a) -drzec €) (iv)
-darzec (@)
8 |[srn+a — srn+dak srn+Ec srn+Ec+i
srnec (c) (1)
Srnci (i)
sma (@) smdak (a)|smec (@) | smci (@) | (iii)
ssrna  (a) spndak (a)| ssrnec (@) |smnci @) |(v)
srandak srNci v)
srn+en srn+en+a
(like 4: vrv+en) | (cf.4: vrv+en+a
9 |drYz+tost |— dryz+na  |dr(Y)Z"®5+Yk * | drYz+Yk+a *
drazna (b)|drzak (c) |drazka @] @
drzost (i)
drzost  (a) drzak €)) (i)
dorzost (a) darzak (@) (iv)
Table 4

* (Y) denotes the deletion of the root jer in thedarlying form of derivatives (when @-
inflected) from roots that are lexically markedn@nifest the Fratricidal Ghost Effect
(FGE); see 1.6.5.

* in the case of the lexically-marked FGE suffix -ECex. 7c; cf. ex.(140) in ch.1

* in the case of lexically-marked FGE metathetic $eet ex. 9c; cf. ex. (142) in ch.1

The morphological decomposition and translation tfee examples in table 4 can be
found in (143) of chapter 1. The first column givile example number. The last
column specifies the rule (i, ii, iii, iv or v) thas responsible for the forms at the
respective line. The letters (a), (b) and (c) ® tight of some examples specify which
subpart of rules (i), (iii) and (iv) is involved.
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2.3.5. Problems relating to the rules of the OSI JéAnalysis

Rules (i), (i) and (iv) contain heterogeneous eatt inside the disjoint brackets. It is
not obvious why a the word-end and a following aorant should trigger the same
structural change. Neither is it understandable leoviollowing jer is related to a
consonant cluster/a consonant at the word-endawoge the same effect: the lowering
of a preceding jer.

Rule (iii) produces sounds that are not possiblesa$ace phonetic realizations in
Bulgarian, namely syllabic sonorantd [t], [n], [m] and [\.
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2.4. Harmonic Phonology account for the Bulgarian data

2.4.1. Some principles of Harmonic Phonology

2.4.1.1. Levels and representations in Harmonic Phology

Goldsmith (1993:26) considers that traditional ctimualist phonology, with its three

levels of representation and two rule componertding the levels ( fig.1), establishes
an inherent ordering of the rules of these two coments.

Morphophonemic Phonemic Phonetic
representation representation representation

MP PM PT
! ! !

(MP, PM) (PM, PT)

rules of allophony rules
phonemic
alternation
fig.1

Halle & Chomsky (1968) use only two levels of reqmetation (MP, PT) and only one

set of principles relating them. The rules do netatly relate the levels. Rules create

entities which are not representations on any @adar linguistic level — the

intermediate stages of derivations. Ordering oésuls not the function of relations

across levels.

A harmonic grammar consisits of 2 types of relation

* rules that relate distinct levels

» rules that decrease the complexity of representain a single linguistic level

A level is a way of describing an utterance. Analymakes specific generalizations

about each level: about its tactics and well-forne=s$ conditions. Each level contains

complexity measures, which evaluate the degreemiptexity of representations.

A level (L) consists of:

e a vocabulary of items (a set of features, an nimgy of permitted segments,
associations, etc.)

« a set of relations expressing relative well-fodmess (a measure of well-
formedness)
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* a set of intralevel (L, L) rules: possible pattis a representation to achieve
maximal well-formedness

The representation of a given expression on levsl & pair of representations;(ILs;

where i = initial, f = final) and Lis the best-formed representation accessiblejto L

given the (L, L) rules.

Harmonic Phonology makes use of the M/W/P model.

There are three levels of phonological intereséeBing and counterfeeding relations,

common in natural languages, establish the neetiéoe than 2 levels. The three levels

are:

* M-level: a morphophonemic level, the level at @hi morphemes are
phonologically specified

* W-level: the level at which expressions are gtmed into well-formed syllables
and well-formed words (with a minimum of redundphbnological information)

e P-level: a level of broad phonetic descriptionhet interface with
articulatory/acoustic devices

The M-level is essentially devoid of phonologicabtivation. Its representation may
violate all conceivable phonotactics. Its sole tiorcis as a repository of the minimal
information necessary to capture the sound charsiits of the morpheme. It is a
structure that incorporates the morphemes that igeovthe realization of the
morphosyntactic information. Its inital state M the representation that provides the
interface with the morphosyntax.

It is on the W-level that the bulk of the signifitavell-formedness conditions (tactics)
are stated. The W-level representation expressedotim the language squeezes its
morphemes into in order to satisfy the alternatbrconsonants and vowels, licensed
coda and syllable material, tonal association, (#%W) rules are ways of manipulating
the phonological substance present at the deefdev®l-

Language-particular W-level phonotactics consistiirely of syllable structure
conditions and autosegmental phonotactics (autosewh licensing specifications,
autosegmental restrictions on the minimal/maximahber of associations). Other W-
level phonotactics are universal.

P-level is the level of systematic phonetics. iitglfstate Pserves as the interface with
the phonetic component.
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2.4.1.2. Two types of rules: intra-level and croslevel. No extrinsic
ordering of rules.

The Harmonic Phonology model decomposes the phgmalbanalysis into intralevel

and cross-level components. It thus emphasizestatiics specific to autonomous
levels of the phonological component (Goldsmith3:88).

The following types of phonological rules exist:

* 3intralevel rule types: (M,M), (W,W) & (P,P);

e 2 cross-level rule types: (M,W), (W,P), where thider of the symbols is irrelevant.
Neither intralevel nor cross-level rules are order&hey operate simultaneously.
Within a level, rules apply in the manner generadiferred to as ‘free reapplication’,
subject to the Elsewhere Condition, in the sensd, tvhen a language has two
competing repair strategies for a phonotactic wohawithin a given level, it chooses
the one that is more specific for the task at hand.

Cross-level rules do not give rise to derivationithwtermediate stages.

While intralevel rules must be harmonic, crossdawtes need not be harmonic, i.e.
their application needs not increase the well-fainess of the representation.

2.4.1.3. Syllabification. Autosegmental licensing.

Early M-level syllabification serves the purpose exposing problems for the
phonology, generally in the guise of unsyllabif{ied. unsyllabifiable) material.

A general well-formedness condition is imposed otewél that syllabification must be
total.

Syllables are constructed in such a way as to hédargest syllables (i.e. the smallest
number of syllables) consistent with the language&rictions on possible syllables.
The maximal number of segments possible must beredwvith the minimal number
of syllables.

There are prosodic units that are licensers. THaldg node is the primary licenser. It
acts as licenser for the onset and the nucleusn8acy licensers can be the coda node,
a word-final appendix and some word-final morphemes

The licenser is endowed with the ability to licerssset of features (autosegments) —
point of articulation, continuancy, voiceness, &aiven licenser can license no more
than one occurrence of the autosegment in question.

When the syllables of a language have a coda positie coda is a secondary licenser,
a node that also serves as the point of origin ladeansing path down to the skeleton.
The language will assign a subset (typically, albsgbset) of the features of the
language to the coda position.
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The Q-licenser Q = word-final appendix) is another kind of seconydécenser at
word-boundary. It licenses word-final extrasyllatyicthe features that appear in word-
final appendices. For instance, in English wor@iinal syllables any single consonant
can appear in the coda, but word-finally obstruelosters may appear. Goldsmith
(1990:147) attributes the possibility of the secandsonant to a word-final appendix
(Q) position. Moreover, only coronals may be extredyt in English, i.e. only
segments not specified for point of articulatiorheTEnglish word-final appendix
licenses only the features [voice] and [continuant]

All autosegmental material must be licensed at MlleElements not licensed at this
level will not proceed to the P-level, i.e. areadedl.

2.4.2. Underlying structures for ghost vowels
2.4.2.1. Ghost vowels in autosegmental (multilinepframeworks

As reported by Szpyra (1992:278), the multilineargpproaches distinguish jers from
the other vowels by representing them underlyirgily on the skeletal tier (Spencer
1986) or only on the segmental tier (Rubach 19883). As for non-jer vowels, they
are represented on both tiers.

In Rubach (1986:259), Rubach (1993:141) and Keristo. Rubach (1987) the

surfacing (vocalization) of jers is described akeletal point (X slot) assignment:

Yer X

Vocalization |
V- vi_dY

The circled V stands for a floating vowel, thatassegment without an associated X
slot.

Jers that remain without an X slot cannot be lieedngsrosodically and hence are never
realized phonetically. At the end of phonology treg deleted by the Stray Erasure
convention: "Erase segments and skeleton slotsssiraétached to higher levels of
structure. [...] By ‘higher levels of structure' | ameeither a position in the syllable or
one in a morphological template. [...] in surfacausture all strings are exhaustively
syllabified.” (Steriade 1982:89)
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Following Paradis & El Fenne (1995)e assume that floating segments are visible to
syllabification rules. In Bulgarian the presence asf underlying floater blocks the
process of syllabification. The syllable cannot rs@n unsyllabified element. The
unsyllabified segmental material (cf. Goldsmith&ntingent extrasyllabicity) can be
only peripheral. Contrary to what is alleged by ¥82p(1992:297), it seems that Polish
jers do not always block syllabification, at least some imperatives (cf. Rubach
1993:641, note 11). However, in Bulgarian the biogleffect of floaters is sytematic.
For Szpyra (1992) the surfacing of jers serves gmair strategy to satisfy the
requirement of full syllabification (prosodificatip When the next consonant is already
prosodified, the preceding jer does not vocaliZee Vocalization of jers creates new
syllable nuclei to which hitherto unsyllabified cmmants can attach and become
prosodically licensed. Thus, the function of jercatization is to ensure the syllabic
well-formedness of lexical items.
It6 (1989) describes two strategies for dealindnwisyllabified consonants:
» vowel epenthesis (the epenthesis site being méated by the direction of
syllabification)
» erasure of unsyllabified consonants
Szpyra (1992) adds a third strategy: the vocabmadif adjacent unsyllabified jers.
In Szpyra's analysis a jer, underlyingly, is an fynroot node devoid of any melodic
features”. The empty node acquires the featurenflcawhen preceding an unsyllabified
(stray) consonant. Thus, Szpyra posits an undegrlysegment that is fully
underspecified: it is neither a vowel nor a consbn&lowever, an empty root node
always surfaces as a vowel in Polish.

2.4.2.2. Floating vowels and epenthetic schwas ieatl of jers
Some schwas in Bulgarian are stable vowels, i.ey @re not involved in GV (or

metathetic) alternations. We assume that a stathieas comes from an underlyingly
anchored schwa, i.e. a schwa which is provided aiskeletal point:

_l =

4 «We maintain that segments are visible to syliedifon rules, whether they are, with respect &séh

rules, well-formed (anchored) or not» (Paradis &Ehne 1995:188)
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As for surface schwas that are GV-alternating (etathetic) vowels, we distinguish
between two possible origins. They may come fronuraaterlying floating schwa, i.e. a
floating segmentd] that is not linked to the skeleton:

<R{Q> =

But they can also be not represented by any uridgrstructure at all. In the latter case,
they result from a default epenthesis.

As demonstrated by Anderson (1996), based on data Yowel reduction in informal
modern Bulgarian (cf. Pettersson & Wood 1987)(/3/) is the minimally specified
(unspecified) vowel in Bulgarian. Three distincttatonal systems (a Dependency
Phonology notation and two under-specified binaatiire systems — a radical and a
non-radical one) provide characterizations whidpldiy detailed equivalences.

The Dependency Phonology notation proposed by Awerepresent®/ as the only
vowel not reducible to combinationsioti anda:

iy N {uy I/
{a,i} lel {a, u} /o/
{}y 1o/

{a} Jla/

There are difficulties in providing a generalizati@ppropriate to the reduction
phenomena in Bulgarian in terms of the standarariirieatures (cf. Pettersson &
Wood 1987:83). By contrast, a unitary characteioratbased on underspecified
traditional binary features is available. Actualdnderson translates the 'Jakobsonian’
features of the Aronson's classification of thedamilan vowels (acute/grave, plain/flat
and diffuse/compact; cf. Aronson 1968:32) into thowing radical underspecified
account invoking the traditional binary featureadk], [round] and [low]:

[-bck] /i/ [+rnd] /u/
[ 1 A

[-bck,+Iw] /e/ [+rnd,+Iw] /o/
[+lw] Ja/

An alternative solution, which is "less radicalfativistic", assumes an underspecified
interpretation using the traditional markednessi@gal(cf. Chomsky & Halle 1968:405),
except that /a/ is specified as [-high] to diffdiate it from A/
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[-bcK] /if [+bck] /u/
[-bck,—hg] /e/ [+bck,—hg] /o/
[ 1 A
[-ha] /a/

All three notations represend//as the unspecified member of the Bulgarian vowel
system. Therefore, it is not surprising that /functions as the default vowel in the
cases of epenthesis.

As for surface [e]'s that are involved in GV altions, they are of only one possible
origin: they must come from an underlying floater><i.e. a segment [e] that lacks a
skeletal slot underlyingly:

<R{Q> =

2.4.3. Rules regarding ghost vowels

The complicated pattern of GV and metathetic attBoms/ suspensions of alternations
in Bulgarian can be given a unified account withyotwo rules in the Harmonic
Phonology framework. The first rule anchors flogjere. provides some 3d%/ and
/<e>/ with a skeletal slot. The second one insiagsdefault voweld]. Both rules are
syllabically-conditioned: the anchoring/insertios triggered by an unsyllabified
consonant.

A third rule is necessary to cover the special behe of lexically-marked FGE
metathetic roots and of metathetic roots beforddkieally-marked FGE suffix -ec/-c-,
see 1.5.5. The latter rule adjusts certain seqgenickoaters in M-level representations.

2.4.3.1. The cross-level (M,W) rule of Floater Anatring

M/W level: <V>-before-*C Anchoring (*C=unsyllabifetconsonant), see (i) below.
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If more than one consonants remain unsyllabified drthey are all preceded by a
floater, each of these floaters undergoes theafudnchoring.

No doubt <V>-Anchoring contributes to syllabificati of otherwise unsyllabifiable
material, but it sometimes overgenerates vocal@enand hence produces some extra
syllables. It is not entirely harmonic, i.e. notnuaetely or, perhaps, not only
conditioned by syllable structure. That is why vemsider it to be a cross-level rule. A
cross-level rule need not be harmonic.

2.4.3.2. The intra-level (W,W) rule of Schwa Epentbsis

WI/W level:s-before-*S Epenthesis (*S=unsyllabified sonorasék (ii) below.

(ii) .

W: *S
l
I I
W: 9 S

If more than one adjacent sonorants remain unsiidab(and cannot trigger the rule of
Anchoring), only the last one triggers Epenthe3isis yields one of the preferred
syllable types in Bulgarian: CVC in the case of tamnorants and CCVC from a
sequence of three unsyllabified consonants.

3-Epenthesis seems to be a harmonic rule. It cang#to syllabification of otherwise
unsyllabifiable material, and it never overgenesatecalic nuclei. Hence, no extra
syllables are produced by meansdEpenthesiss-Epenthesis yields only the preferred
syllable types CVC and CCVC. Thus, we consideo ibé¢ an intra-level rule. It applies
at W-level, where total syllabification is a wetirmedness condition. Schwa epenthesis
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in Bulgarian is just a repair strategy to rescuecsants that would otherwise be
subjected to Stray Erasure. As an intra-level WAE rit takes place after <V>-
Anchoring, a M/W cross-level rule.

2.4.3.3. A rule adjusting M-level representationsa describe the FGE
What we called the Fratricidal Ghost Effect (se&3). must apply on M-level, i.e. at
the level of morpheme concatenation, and before agyglication of early M-level

syllabification.

M/M level:  <V>-before-<V> Deletion, see (iii) below

('”) ° + ° ]word
| |
M: <V>; C <V>; C
!
° + ° ]word
| |
M C <V>; C
where

(it @) <V>7 is in a metathetic root that is lexically-markedundergo the FGE and
<V>5is in a GV suffix (-/<e>n/, -[s>k/, -I<e>cl); see ex. (142) in ch.1

or

(il b) <V>, is in the suffix -/<e>c/ that is lexically-marked provoke the FGE and
<V>, is in a metathetic root; see ex. (140) in ch.1.

In both cases the suffix must be uninflected;ii.must find itself at the word-end.
2.4.4. Harmonic Phonology account for examples 1-9able 3
Now rules (i), (ii) and (iii) will be tested witthe example sample of Table 3, chapter 1.

2.4.4.1. <V>-roots, examples la-e

In the plural (example l1la) the stem-final consonsyilabifies at M-level with the
vowel of the inflection. There are no unsyllabifie@hsonants.
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ex.la M: . . . . L

Thus the floater remains unanchored and is elirathly Stray Erasure. The final result
is:

ex.la P . . . . . .

—~
)
—t
~
—~
-
~—

With resyllabification:

ex.la P . . . . . .

I I I I I I
(f 0 1)y(t r i)

In the singular (example 1b), the stem-final cormsdrremains unsyllabified. As it is
preceded by a floater, it triggers the latter'shaniog by means of rule (i).

ex.lb M: . . . . .
| | | | I
(f i I t) o *r
! (i)
W: . . . . . .
| | | | | I
(f i 1)(t s 1)

The word malkik ‘little’ masc.sg. is an example demonstrating thétevel
syllabification does not apply across floaters. édtfise (Malk), which is a possible
syllable in Bulgarian, cfpolk 'regiment’valk ‘wolf', would be created.
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ex.lb M: . . . .

(m a ) & *k
! (i)
W: . . . . .
| | | | I
(m a)(l E) K )

The intervening floatera> prevents [K] from adjoining the syllable createdund the
preceding nucleus [a].
Consider next the derivation ofel ‘eagle’ masc.sg.:

ex.lb M: . . .
I I I
(o r) e * |
! 0)
W: . . . .

(o) (r e 1)

(orl) is a possible syllable in Bulgarian, ofarl ‘cruel’, Karl 'Charles’, but the
intervening floater <e> prevents the word-final fipm adjoining the syllable created
around the nucleus [0]. Thus *| triggers the angiwof <e> and [r] is resyllabified at
W-level as onset of the syllable created arounchtive anchored [e].

The schwa in the diminutive (example 1c) resultsrfrthe application of rule (i). The
stem-final [r] cannot be syllabified in one onsethathe following affricate {] because
of the sonority sequencing hierarchy. Thus *r teggythe anchoring of the preceding
floater.

ex.lc M: . . . . o 4+ e .
I I I I I I I
( f i I t) o *r (¢ e)
l 0]
W: ° . . . . . . .
I I I I I I I I
(f [ ) (t E) r) (¢ e)
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The masc.sg. of the adjective (example 1d) is #mult of double simultaneous
application of rule (i). Both [n] and [r] remain syilabified, and both are preceded by a
floater. An extra syllable is created, given thét)(fren) would be a completely
syllabifiable form.

ex.ld M: . . . . o«  + .
I I I I I I
(f i I t) o *r e *n
! ! Q)
W: ° . . . . . . .
I I I I I I I I
(f [ ) (t 3) (r e n)

The feminine of the adjective (example 1le) has amlg unsyllabified consonant. The
second floater <e> remains unanchored, as theafimipconsonant [n] is syllabified at
M-level.

(3) ex.le M: . . . . «  + o 4+ e
I I I I I I I
(f [ I t) 9 *r e (n a)
! (i)
W: ° ° ° ° ° ° ° °
I I I I I I I I
(f i 1) (t 9 r) e (n a)

Another solution which yields a well-formed syllabdtructure, including all anchored
elements of the lexical form in (3), would be teaee the unsyllabified *r by anchoring

the second floater, <e>, instead of the firsi> <This would generate the following

well-formed structure:fi)(tre)(na). However, the rule of <V>-Anchoring — a cross-
level rule, that need not be harmonic — requires tihe floater precede, not follow the
unsyllabified consonant.

The floater <e> in (3), still unsyllabified at Wwiel, undergoes Stray Erasure. This
gives the following surface form:

ex.le P: . . . . . . . .
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2.4.4.2. CS-roots, examples 2a-e

(4) ex.2a M: . . . o+ .
I I I I I
(m i s) (| )
[cor]
W: . . . . °
I I I I I
(m i s) (1 2 )

[cor]

In (4) above (example 2a), the verbalizing suffiensists of an anchored schwa
preceded by a floating feature that causes palataln as secondary articulation when
it associates to a consonant. If we adopt Clementxiel of feature geometry
(Clements & Hume 1995, Clements 1993), the floafeajure is [coronal] and it links
at W-level to the V-place node under the vocalidenof the preceding [l], thus giving
rise to a palatalizedil

In ex.2b and further on we use the symbol °C tootem consonant (C) that remains
unsyllabified not only after M-level syllabificatiohas applied (i.e. at M-level it is
represented as *C), but also after cross-level Mlé¢s have applied, i.e. it arrives
unsyllabified at W-level. A °C triggers the intravel W/W rule of s-before-*S
Epenthesis. Thus *C and °C denote the same thimginsyllabified consonant. The
distinction is purely notational: *C denotes a ammant found at M-level, while °C
refers to a consonant at W-level. This makes iteea® recognize unsyllabified
consonants that will trigger rule (i), namely ‘@nd to distinguish them from
unsyllabified consonants that will trigger rule fijpmely *C.

Both in ex.2b and ex.2c, a sonorant, [l], remaimsyllabified at W-level and is
represented as. At W-level this °| triggers the application of rule (ii).

106



()

ex.2b

ex.2b

ex.2c

ex.2c
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E) )
+ .

| | I
1 (t  a)
| | I

| (t a)

I | |
Il (t a)

! (i)

(ii)



Being a CS-stem, /misl/ selects the non-GV suffix| | instead of | .
€ n € n

Both the masculine (ex.2d) and the feminine (exdedhe adjective are completely
syllabified since M-level:

ex.2d M: . . . e 4+ e .
I I I I I I
(m [ s) (I e n)
ex.2e M: . . . «  + . e 4+ e
I I I I I I I
(m [ s) (I e) (n a)

2.4.4.3. Metathetic <V>-roots, examples 3a-e

(6) ex.3a M: . . o+ e .

In (6) two unsyllabified consonants arrive at Wdevlhe second one is a sonorant. It
triggers o-Epenthesis inside the W-level in order to satidfe twell-formedness
condition on total syllabification:

ex.3a W . . e 4+ e .
I I I I I
k ‘r9 (v a v)
! (i)
W . . . . + . .
I I I I I I
(k ry » (v a v)

By Stray Erasure the floater that remains unanch@eéliminated. At P-level we
obtain:

ex.3a P . . . . . .



(7) ex3b M: . . .

k r 3 *v
! (i)
W: . . . .

In (7) three consonants remain unsyllabified ateMel, but only one of them is
preceded by a floater. The floater gets anchoreldtla@ structure becomes completely

syllabifiable at W-level.

ex.3c  M: . . o 4+ e .
| | I I |
k r 3 *v (t a)
! (i)
W: . . . . . .

In the above representation, corresponding to exiBecee consonants remain
unsyllabified at M-level. The last one is precedgdlfloater. It triggers the anchoring
of the floater. The anchored floater is sufficieot impose well-formed syllable
structure on W-level.

(8) ex.3d M: . . o+ .
I I | |
k r 3 *v e *n

l ! 0]
W: . . . . . .

I I I | I |
( k r d) (v

(9]
=]
~

The M-level structure in (8) is completely unsyligdile. Two of the unsyllabified
consonants are preceded by an adjacent floateh @igger <V>-Anchoring. Thus,
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syllabification applies at W-level around the twocwalic nuclei resulting from the
application of the M/W level rule (i).

(99 ex3e M: . . o + o 4+ e
| | I I I
k r @ *v e (n a)
! (i)
W: . . . . . .
| | | I I I
(k r 3 V) e (n a)

Another solution which yields a well-formed syllabdtructure including all anchored
elements of the lexical form in (9) would be toaws the unsyllabified *v by anchoring
the second floater, <e>, instead of the firsi?,<which would triggers-Epenthesis
before *r. This would yield the following structurékar)(ve)(na). However, the rule of
<V>-Anchoring requires that the floater precede,t riollow the unsyllabified
consonant.

The floater <e> in (9), unsyllabified at W-level,dergoes Stray Erasure. This gives the
following surface form:

ex.3e P . . . . . .
( k r 3 v) (n a)
2.4.4.4. Metathetic CS-roots, examples 4a-e
(10) ex.4aM: . . o 4+ e . . o+ e

I I I I I
v r (v o) (I i) (c a)

v r (v o) (I i) (c a)

In (10) two sonorants remain unsyllabified at Mdew-Epenthesis is triggered by the
second one in order to give the preferred syllajge CVC:
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ex.4a W: . . o . . . . . o

I I I | I
(v d r) (v o) (I i) (c a)

(11) exdb M: . . .

In (11) three adjacent sonorants remain unsylkdbifirhere is no floater, so no cross-
level rule applies. At W-level only one of the uhalified sonorants may trigger schwa
epenthesis. The last one is selected, becauseinigsarsyllabic nucleus before it gives
one of the preferred syllable types in Bulgaria@\MT (see chapter 1, 1.2.6).

ex.4b W: . . .
I I I
oy °r oy
! (i)
W: . . . .
I I I I
(v r E) V)
ex.dc W . . . . . . .
I I I I I I I
‘v °r ‘v i)(c a)
! (i)
W: . . . . . . . .
I I I I I I I I
(v r =) v) (¢ i)(c a)

Being a CS-stem, /vrv/ selects the non-GV suffix| | instead of | .
e n € n

The M-level representation of the adjective in thesouline sg. is:

ex.4d M: . . o+ e .
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and in the feminine:

ex.de M: . . e+ e o+

At W-level a schwa is inserted between the two lakified sonorants to yield a CVC
syllable both in the masculine and in the feminine:

ex.4d W: . . . . .
| | | | |
°v ‘r (v e n)
l (i)
W: . . . . . .
| I | | | |
(v d r)y(v e n)
exde W: . . . . . o 4+ e
| I | | | | I
(v d ry (v e) (n a)

2.4.4.5. CS-roots + -EC, examples 5 & 6
In the fem begl+a (example 5a) neither rule applies:

ex.ba P: . . . e 4+ e

(b e g)(l a)

The derivation of the masbegil (ex.5b) is like that of ex. 2Imisil, see (5).
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Being a CS-stem, /begl/ may select either the Gdfradrph |  orthe non-GV
e C

allomorph | | of the suffix -EC. When it selects the GV allopiorthe derivation
€ C

is:

(12) ex.bd M: . . . . 4+ .
I I I I I
(b e g) | e *c
! (i)
W: ° ° ° ° ° °
| I I I I I
(b e g)(lI e c)

The floater is anchored because it finds itself teefthe unsyllabied *c. Clearly,
3-Epenthesis must not apply at this level. Otherwiseould yield the erroneous form
*begplec with a schwa inserted before the unsyllabifiedAs s-Epenthesis applies at
W-level, it follows syllabification triggered by ¢hcross-level M/W rule of Floater
Anchoring. The anchored floater [e] provides a nusléor syllabification not only for

the word-final [c], but also for the preceding at ynsyllabified [l]. Thus the context
for application of Schwa-before-*S Epenthesis islargger present at W-level, for the
sonorant has already been syllabified.

The form obtained in (12) above coincides with tHeC derivative of the same word
when the non-GV allomorph is selected:

ex.6d M: . . . .  + . .

(b e g) (I e c)

The two allomorphs of -EC give different derivatiandy in the plural. When the non-
GV allomorph is selected, the M-level representatad the plural (example 6e) is
entirely syllabifiable, and neither rule applies:

ex.be M: . . . e 4+ e e +
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This is not the case of the M-level form with the GMffix, where the unsyllabified [I]
cannot trigger the anchoring of the floater, beeahs latter follows the former:

ex.5e M: . . . e + o +

Because [I] arrives unsyllabified at W-level, iggersa-Epenthesis:

ex.be W . . . . . .
I I I I I I
(b e g) ° e (c i)
! (i)
W: ° . . . . . .
I I I I I I I
(b e) (g 2 ) e (c i)

The floater remains unanchored and undergoes SteesyEer:

ex.5e P . . . . . . .

(b e) (g » 1) (c i)

2.4.4.6. Metathetic <V>-roots + -EC, examples 7a-e

Metathetic stems always select the GV suffix /-4e>c

Ex.7bdraz is derived like ex.3lkrav (7), while ex.7adraz+ka copies the derivation of
ex.3ckrav+ta.

Consider the derivation of ex.7a in (13), wherefind the same verbalizing suffix as in
ex.2a, misl+a] (both verbs belonging to the same conjugatione}yprhe suffix
consists of a schwa preceded by the floating nodeopal]. In (4), ex.2a, the floating
node associates to the preceding stem-final consocausing its palatalization. But in
Bulgarian the [coronal] node under V-place is inpatible with the [coronal] node
under C-place when the latter is linked to thedsaf—anterior]. This is the case for [Z].
[Z], like the other [—anter] coronal continuantsd has no palatalized counterpart. So
the floating [coronal] node from the suffix remaioslinked and finally undergoes
Stray Erasure.
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(13) ex.7aM: . . e+ .

d r d Z d
[cor]
ex.7a W: . . . .
| | | I
d °r 3 (2 3 )
[cor]
! (i)
W: . . . . .
| I | | I
(d 3 ry o (2 )
[cor]

After the deletion of stray segments and nodes:

ex.7a P . . . . .

At M-level in the sg. of the -EC derivative from teeem /dre>2/, samodrzec we find
the configuration that triggers <V>-before-<V> Dig@:

ex.7d M: . . . . + . . . + .
| | | | | | |
S a m 0 d r 2o z e c
! (i)
M . . . . + . . . + .
| | | | | | |
S a m 0 d r z e c
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M-level syllabification applies only after the eimation of the stem floater. The
subsequent derivation is as follows (we represaht the final part of the word which
contains the contexts of rules (i) and (ii)):

ex.7d M: o e « + .
I I I I
d r Z e *c
l (i)
W: ° ° . ° °
I I I I I
d r (z e «C)
ex.7d W: . . . . .
I I I I I
d ‘r (z e ¢)
! (if)
W: ° ° . . ° °

Since the plural (example 7e) is an inflected forabe (iii) cannot apply: the suffix is
not word-final.

ex.7e M: + o J o + e + o
| I | I
d r 9 *z e (c i)
! (i)
W + . . . . . .
N | I
(d r 9 Z) e (c i)

After the anchoring of the stem floater by meansuté (i), the W-level representation
becomes perfectly syllabifiable. The unanchored isaifffloater is subject to Stray
Erasure.
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ex.7e P: + e . . . . o

(d r o %) (c i)

2.4.4.7. Metathetic CS-roots + -EC, examples 8

Being metathetic, the stems illustrated by exam@lsslect the GV suffix -<e>c.
Consider the following derivations:

(14) ex.8a M: o o I

The unsyllabified sonorant in (14) triggerEpenthesis at W-level:

ex.8a W: . . . .
I I
S °r (n a)
! (i)
W: L4 L] [ . °
I
(s 9 r)(n a)
(15) ex.8c M: o o o+ e . .

In (15) we have two consecutive unsyllabified sambs. At W-level only one schwa
may be inserted, and thebefore-*S Epenthesis takes place before the lastraat,
yielding the preferred syllable type CCVC:Js); see (16). If epenthesis took place
before the first unsyllabified sonorant, a CVCClayle with a complex coda would
result: *(&rn). This goes against the well-formedness conditiohthe W-level. As a
harmonic rulep-Epenthesis is entirely conditioned by well-formeskeonstraints on
syllabification. It yields the best possible sylkd
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(16) ex.8¢c W: o o . . . .

l (i)

(17) ex.8d M: o o * + .
(. I I
S r n e *C
! ()
W: . . . . .
(. I I I
S ro(n e ¢)

In (17), after the anchoring of the floater, onlgeosonorant remains unsyllabified.
3-Epenthesis applies, and the W-level representagaomes:

ex.8d W: . . . . .
I I I I I

(s 9 r)(n e c)

In the plural (example 8e), the floater cannot lbehared, and thus two adjacent
sonorants, [r] and [n], remain unsyllabified:

ex.8e M: o e e + e 4+ e

3-Epenthesis, as in (16), applies only before thers&sonorant:
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ex.8e W: o o . . .

s °r ‘n e (c i)
! (i)
W: o e e . . .
I |
(s r o n) e (c i)

Finally, the floater undergoes Stray Erasure, givitlge following P-level
representation:

ex.8e P: o o . . . .
(s r 9 n) (c i)
2.4.4.8. Lexically-marked FGE metathetic roots, exaples 9

Examples 9 illustrate a case of a metathetic ratithlexically marked to undergo the
Fratricidal Ghost Effect.

Ex.9adarz+ost is derived like ex.3&arv+av, see (6), while ex.9draz+na copies the
derivation of ex.3&rav+ta .

Consider the derivation of theaxk derivative (example 9d), where a GV suffix te th
FGE root. is added The root floater undergoes <\etke<V> Deletion. The
derivation is similar to that of ex.6d:

ex.9d M: o e « + .
| I I
d r 9 Z 9 k
! (iii)
M . . . + .
| I I
d r z 9 k

M-level syllabification applies only after ruleifihas adjusted the word-final sequence
of two underlying floaters in successive syllableswever, the structure that results
from the application of (iii) cannot be syllabifie@herefore, the remaining floater is
anchored. Further, at W-level, °r triggers schwangipesis.
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ex.9d M: o e « + .
I I I I
d r z 9 *Kk
l (i)

W: ° ° ° ° °
I I I I I
d r (z d K)

ex.9d W . . . . .

I I I I I

d ‘r (z o k)

l (if)

W: ° . . ° ° .

I I I I I I

(d 3 1) (z ) k)

In the feminine (example 9e), before a vocalicedfion, the metathetic root loses its
FGE lexical mark; thus rule (iii) is inapplicabkfter the anchoring of the root floater
by means of rule (i), the W-level representatioadmees perfectly syllabifiable.

ex.9e M: . . . 4 e 4+
I I I I I
d r 3 *z 9 (k a)
! (i)
W: . . . . . .
I I I I I I
(d ro 9 z) 9 (k a)

Finally, the unanchored suffixal floater underg&&sy Erasure:

ex.9e P o o . . . .
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2.4.5. Generalizations. Comparison with the lineaanalysis.

With only two rules (an M/W cross-level rule andiVdW intra-level rule) that need not
be extrinsically ordered, the proposed Harmonicridlagy analysis accounts for both
GV alternations and metathetic alternations in Brin. The rules (<V>-Anchoring

and Schwa Epenthesis) derive all the forms from lgples of GV-alternating roots:
roots containing a floater and roots ending in actSter (with no floater). For

derivatives from metathetic roots with the -<e>dfiguand for a limited number of

roots that are lexically marked we need a thire risfVV>-before-<V> Deletion) that

serves to adjust the M-level representations affledted suffixed forms.

2.4.5.1. The Harmonic Phonology treatment of GV syopation
and Metathesis

GV syncopation in <V>-roots is the result of thenrapplication of <V>-Anchoring
(example l1la). The forms that retain the ghost vawvelthose in which the same rule
has applied in order to rescue otherwise unsyliil# consonants (examples 1b, 1c).
Likewise, Metathesis (the realization af instead of &) in <V>-roots is observed
where <V>-anchoring (example 3a) fails to apply.d@wtrast, where the application of
this rule is necessary to rescue otherwise unsfiihbe consonants, there is no
metathesis, i.e. the sequence remaihgeamples 3b, 3c)

GV alternations in CS-roots are due to the appboaton-application ob-before-*S
Epenthesis: the latter applies only where an otlserwinsyllabifiable consonant must
be rescued (cf. examples 2b-c as opposed to €d2a),.

Metathesis in CS-roots is due to the variable aitapplication of the rule as-before-
*S Epenthesis. Metathetic CS-roots contain a seguehtwo sonorants (CS here is LS,
a sequence of a liquid and another sonorant), atv& Epenthesis applies either
before the first or the second sonorant accordinthé subsequent context (examples
4a-c).

2.4.5.2. The Harmonic Phonology treatment of the pginologically-conditioned
suspension of GV syncopation and metathesis

The suspending effect of GV suffixes (when uninéedton both syncopation (example
1d) and metathesis (example 3d) is due to the doabd simultaneous application of
<V>-anchoring: on the floater of the root and oe tloater of the suffix.

There is no suspension of syncopation or metatie<i$S-roots in combination with a
GV suffix. Tis is explained by the fact that the @®t, whether non-metathetic
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(examples 2d and 5d) or metathetic (examples 4d8aidcontains no floater. With
only one floater available — in the suffix — theseno room for double application of
Floater Anchoring between levels M and W. Thus, heitGV syncopation nor
metathesis can be suspended in a CS-root.

As for examples 7d and 9d, the non-suspensioneofrtbtathetic alternation is due to
the deletion of the root floater in the M-level repentation — a manifestation of the
Fratricidal Ghost Effect that characterizes the isuff<e>c/ (example 7d) and the
lexically-marked root /drs>z/ (example 9d).

In sum, suspension of both alternations (syncopadiod metathesis) can be observed
only where two floating vowels find themselves saped by no other vowel in M-level
representations.

2.4.5.3. Advantages of the Harmonic Phonology analig

1) The Harmonic Phonology analysis, compared to the @8lanalysis, has the
advantage of reducing the inventory of underlyiagrsents. It posits no underlying
jers /YI or [E/. Instead, it uses two of the six &tsvfound in surface representations
of Bulgarian words —af and /e/ — as floating segments.

2) The surfacing of ghost vowels (all ghost [e]'s aad pf the ghostd]'s) is viewed
as the result of providing a floating vowel witlskeletal slot. Floaters anchor only
when immediately followed by an unsyllabified conant.

3) The surfacing of remaining ghosi]’s is interpreted as epenthesis of the default
vowel [s]: epenthetic schwa is inserted when immediatellpfeed by a sonorant
that remains unsyllabified after the anchoringloéfers.

4) Thus, the surfacing of all ghost vowels, be theyeulyihg floaters or epenthetic
schwas, is treated as the direct consequence girtiuess of syllabification. Both
Floater Anchoring and Schwa Epenthesis are repaitegies aiming to provide full
syllabification of the segmental string.

5) The Harmonic Phonology analysis does not introdudktsc sonorants in the
course of derivation. This is an advantage with eespo the OSI Jer analysis,
because in modern standard Bulgarian syllabic sonerare not part of the surface
segmental inventory. In the Harmonic Phonology tireant, sonorants trigger
epenthesis of schwa not because they become syllabi because they remain

122



unsyllabified up to W-level representations.

6) As in other multilinear analyses of vowel-zero aitgions in Slavic (cf. Kenstowicz
& Rubach 1987, Farina 1991) a rule deleting flaatemot needed. The floaters that
remain unanchored are eliminated by Stray Erasure.
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2.5. Optimality Theory account for the Bulgarian data
2.5.1. Some principles of Optimality Theory

Optimality Theory (OT) uses output-based well-formesin constraints instead of
input-based rewrite rules. In OT it is necessarglkow for the specification of a large
set of candidate outputs. The candidate set is ateluby the system of constraints.
The latter selects the actual output (the optimaidate) from the available
candidates.

Constraints are ranked in a hierarchy. Lower-rand@ustraints can be violated in an
optimal output form when such violation guarantergcess on higher-ranked
constraints. Individual grammars impose a rankingtiee universal constraint set,
possibly with some setting of parameters and fixiolg arguments within the
constraints.

If just one candidate passes the highest-rankesticont, it best satisfies the system
of constraints and is the optimal candidate. Cangtiviolation is not necessarily the
end of a candidate's chances. In case of tiesywgn all candidates fail the highest-
ranked constraint, the failure on this constrasnhot fatal for the candidates. Once a
victor emerges, the remaining, lower-ranked congaare irrelevant. Whether the
optimal candidate obeys them or not is irrelevaikewise, the evaluation of failed
candidates by lower-ranked constraints is alsdeivent.

2.5.2. A two-level OT account for Bulgarian ghostewels

We adopt here a two-level version of OT known asré&xpondence Theory
(McCarthy & Prince 1994). The constraints serve w@tah different surface forms
(outputs) with a given underlying form; i.e. eachtput is evaluated for every
constraint with respect to the corresponding unydeglform.

In our OT analysis of Bulgarian ghost vowels, we tise traditional OT formalism:
the constraint tableau. Constraints are arrayedsacthe top of the tableau in
domination order. Constraints that are not crugiedihked with respect to each other
are separated in the tableau by dashed, ratherstbiah lines and by the comma'd
grouping when giving the constraint ranking, e.gr$E, FiLL >> *CompLEX\Coda.
The latter indicates that there is no implicationwtlihe relative ranking ofARse and
FiLL. Each of them dominates tmPLEX\Coda.

A blank cell in the constraint tableau correspondssuccess of the respective
constraint, an asterisk * in a cell — to violatiohthe constraint. ! marks the exact
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point where a candidate loses out to other canekd&lells that do not participate in
the decision are shadddindicates the optimal candidate.

For each candidate set we first give the underlyemyesentaion to be matched. The
underlying representations we use are those weedrat after the analysis of the data
in chapter 1.

The meaning of angled brackets is different at #well of underlying representions
and in the representations of output candidatesthén latter case, they indicate
unparsed segments, as is usual in OT formalism.ifsiance, <n> in an output
candidate — e.g., .pes.<n> — represents a segmiethigt is provided with a skeletal
slot, but remains outside syllable structure beeaa the sonority sequencing
hierarchy, for [n] is peripheral and more sonoroti@n [s]. In underlying
representations, e.g. in the underlying form /pes£eof pesen'song’, a segment
between angled brackets represents a floateex.is a floating vowel, a segment
[e] with no skeletal slot.

2.5.2.1. Constraints

Three of the seven constraints that we use to atdowrBulgarian ghost vowel
alternations and metathesis in a two-level OT frapor&vare among the basic syllable
structure constraints:ARSE, FLL and *CGomPLEX (cf. Prince & Smolensky 1993). The
first two are known as the Faithfullness family adnstraints: "They declare that
perfectly well-formed syllable structures are thoswhich input segments are in one-
to-one correspondence with syllable positions"n&&i& Smolensky 1993:88). In our
analysis of Bulgarian ghost vowels, all three ursaé constraints are to be augmented
with language-particular parameters.

With two levels of representation and with undetyistructures that contain floating
segments, a language-specific parameter is negdssegstrict RRSE to non-floating
segments, i.e. to segments that are provided wsiteketal slot underlyingly. The non-
parsing of a floater, i.e. the fact that a floatsggment remains unsyllabified and,
therefore, not included in higher-level structures,not a violation of RRSE in
Bulgarian.

C1: rsBnon-Floaters

PARSE NON-FLOATERS:
All non-floating segments of the underlying repraation must be parsed.
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The universal constraintiE must also be parameterized. Apparentlyl Fs not
violated in Bulgarian, if a syllable position idléd with a segment (schwa) that is not
underlyingly present, but represents the nucleus syfllable whose coda is occupied
by a sonorant. An additional condition is that éherust be no floater available to fill
the nucleus position in question.

C2: HLL\sonorant; closed

FILL with the default vowel (schwa) only if:
a. before asONORANT(r, I, m, n, V]
AND
b. the sonorant is in coda position, i.e. the sclsaa aCLOSED SYLLABLE
AND
C. there ISNO FLOATER AVAILABLE to be anchored before the sonorant

The universal constraint *@PLEX (cf. Prince & Smolensky 1993:87 and 109) is
restricted to codas in Bulgarian. This means thharts branching codas, but allows
branching onsets as well-formed syllable structurékis constraint should be
parameterized asGompLEX\Coda:

C3: *ComPLEX\Coda

AVOID COMPLEX CODAS:
A complex coda must be avoided.

Another constraint, which is lower-ranked, prosesitopen syllables whenever the
nucleus is a floater that has been parsed.

C4: Avoib OPeNg\Floater

AVOID OPEN SYLLABLES WITH A PARSED FLOATER AS NUCLEUS:
If there are two candidates with parsed floatens, ane whose floaters are all in
closed syllables is the better candidate.

The first four constraints all refer to syllableustiure. They interact with certain other
constraints that relate more specifically to flosteall floaters (C5), floaters of the
root morpheme (C6), and floaters of the root irenattion with suffixal floaters in
derivatives — lexically-marked cases (C7).
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Generally, parsing of floaters is to be avoidedFianch, what is traditionally called
"mute E", or schwa, can be treated as a floateanl®T framework, Tranel (1995:3)
introduces the constraint AIF: "l regulate the appeace of floaters by introducing the
univeral constraint AIF (Avoid Integrating Floatgr3he force of AIF is to prohibit
the 'insertion' of whatever higher structural nedguld turn a floater into a regular
segment. AIF thus belongs to the group of faitlmiedis constraints.” ARSE bans
underparsing: leaving underlyingly anchored segmennparsed. IEL bans
overparsing: parsing of a segment which is not tyihgly present or 'total
epenthesis'. According to Tranel, "AlF can be seerbanning a type of 'partial
epenthesis' whereby a higher structural node woeltihserted™. In my treatment, the
latter constraint bans parsing of segments that wer@erlyingly present on the
segmental ("melodic") tier, but lack a skeletaltsl®herefore, it bans parsing of
floating segments or floaters, and is, in a setise opposite of ARsEnon-Floaters,
which requires parsing of anchored (non-floatinggraents. F this reason | prefer to
call this constraint differently:

C5: AvoiD ParsEFloaters

AVOID PARSING FLOATERS:
A candidate with no parsed floaters is better th@andidate that contains at least one
parsed floater.

Formulated in this way, YoID PaArRsEFloaters is a binary constraint, unlike
PArRsEINon-floaters, which is non-binary.\®ID PARSE imposes a single violation
mark on every candidate that contains one or marseg floaters. The number of
unparsed floaters is irrelevant. Conversely, wheauated for BRSE, a candidate
receives as many violation marks as the numbemefioaters that remain unparsed,
I.e. different degrees of violation oARSE are possible.

But floaters that are part of the root morphemdikansuffixal floaters, tend to be
parsed. This constraint is lower-ranked, and it ireguthat the parsing of the root
segments be exhaustive.

C6: BExHAUSTPROOT
EXHAUSTIVE PARSING OF THE ROOT :

All underlying segments of the root morpheme, idatg floating segments, must be
parsed.

The last constraint is needed to account for wohdg tontain an FGE-marked
morpheme: ex.7d and ex.9d. It bans the parsing thbader in the root when the
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suffixal floater is parsed. A form must contain tleminalizing suffix -/<e>c/ (ex.7d)
or be lexically-marked for this constraint (ex.9d).

C7: *RooT FLoATER\SUuffixal Floater

Do not allow a ROOT FLOATER to be parsed before a BER SUFFIXAL
FLOATER if:

a.
OR

the suffix is -/<e>c/

the root is lexically-marked for this constraffitt carries the FGE lexical

mark)

2.5.2.2. Constraint ranking

{PArRsEnon-Floaters, EL\sonorant;closed} >> *C ompLEX\Coda >>
>> {AvoID PARsEFloaters, *ROOT FLOATER\Suffixal Floater} >>
EXHAUSTPROOT >> >> AvoiD OPENc\Floater

PARSE
\non-

Floaters

FiLL
\sonorant]

closeds

* COMPLEX
\Coda

AVOID
PARSE

\Floaters

*RoOT
FLOATER
SuffFloate

EXHAUSTP

RoOOT

AVOID
OPENG\

Floater

(18)

/kost/

.kos.<t>

.kost.

ko.st.

.kos.b.

*a,b

(19)

lor<e>l/

.or.<|>

.orl.

.o.rel.

.0.,l.

.or.l.

*a,b

(20)

/mal+<a>k/

.mal.<k>

.malk.

.ma.bk.

.mal.lo.

*a,b
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(18) above demonstrates that in Bulgariam FHominates *©mvpPLEX\Coda:
(21) FiLL >> *CompPLEX\Coda

When there is no floater in the underlying représton of a given word, e.qg. /kost/
for kost'bone' fem.sg., a consonant cluster that is anissilofe complex coda (cf.
candidate .kost.) is preferred to a violation nf Hcf. candidates .kt or .kos.$.).
From (19) and (20) we can see thatoM®LEx\Coda is higher-ranked thanvAiD
PARSE \Floaters:

(22) *CompPLEX\Coda >> A/oID PARSE \Floaters

With words containing an underlying floater, astpafrthe root (19) or of a suffix
(20), to parse the floater (as in the optimal cdattis .0.rel. and .makl.) is a smaller
violation than to create a syllable with complexiadcf. the suboptimal candidates
.orl. and .malk.).

2.5.3. OT accounts for the patterns of examples 1-%able 3
2.5.3.1. <V>-roots, examples 1

Examples 1a, 1'a reveal the domination ofo® PARSE on EXHAUSTPROOT. The
optimal candidates (ii) satisfy the former and atel the latter, which must therefore
be lower-ranked:

(23)AvoiD PARSE >> EXHAUSTPROOT

Candidates (iii) in examples 1b, 1'b involve a at@mn of AvOoID PARSE
Nevertheless, they are optimal, because the othedidates violate higher-ranked
constraints: BRrRSe or FLL. Candidates (ii) in examples 1'b, 1°c receive atioh
marks for FL.L, because they contain a schwa insertion in anditre a floater, <e>,

is available at the level of underlying represeatet. Candidates (ii) in 1b, 1c are
attempts to avoid violation of *"@PLEX, but this leads to a more serious violation: a
second unparsed underlying segment, which involvessecond violation mark for
PARSE.
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Ex. |C. PARSE | FILL *ComPLEX | AVOID | *ROOT |[ExHAusTP | AVOID
n° |n° \non- \sonorant| \Coda PARSE FLOATER [RooT OPENG\
Floaters : closeds \Floaters ASuffFloatey Floater
la ffilt<a>r+i/
i | .fil.ta.ri. * | *
& |ii. |.fil.tri. *
1la /pes<e>n+i/
I. |.pe.se.ni. * | *
< |ii. |.pes.ni. *
1b ffilt<a>r/
Lo filt.<r> * * *
i, | .fil.<tr> * % -
< |iii. | .fil.tar. *
1'b /pes<e>n/
I. |.pes.<n> * *
ii. |.pe.on. *e S
< |iii. |.pe.sen. *
1c [filt<a>r+ce/
| filt.<r>.ce. * * *
ii. |.fil.<tr>.ce. ** *
< |iii. | .fil.tar.ce. *
1lc /pes<e>n+ta/
I. |.pes.<n>.ta. * *
ii. |.pe.sn.ta. *c *
< |iil. | .pe.sen.ta. *
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Ex.|C. PARSE : FILL *CompPLEX | AVOID : *ROOT |[ExHAusTP | AVOID
n° [n° \non- \sonorant| \Coda PARSE FLOATER |RooT OPENo
Floaters : closedo \Floaters \SuffFloatef \Floater

1d ffilt<a>r+<e>n/

i | .filt.<rn> * ok *

ii. |.fil.tarn. * *

ii. | .fil.tren. * *
< |iv. | .filL.ta.ren. * *
1d /pes<e>n+<e>n/

I. |.pes.<nn> * *

ii. |.pe.sen.<n> * *

iii. | .pes.nen. * *
< |iv. |.pe.se.nen. * *
le ffilt<ao>r+<e>n+a/

i | filt.<r>.na. * *

ii. |.fil.tre.na. * * *
< |iii. | .fil.tar.na. *

iv. | .fil.ta.re.na. * *
le /pes<e>n+<e>n+a

I. |.pes.<n>.na. * *

ii. |.pes.ne.na. * * 1 *
< |iii. |.pe.sen.na. *

iv. | .pe.se.ne.na. * *

In examples 1d, 1 dX=HAUSTPROOT violations play a decisive role. Candidate (iii)

and candidate (iv) tie on\wID PARSE\Floaters. Otherwise, both candidates receive
another violation mark: candidate (iii) forxBAUSTPROOT and candidate (iv) for
AvolD OPEN c\Floater. The correct outputs are obtained by rapExHAUSTPROOT

higher than Aoib OPENc\Floater:

(24) ExHAUSTPROOT >> Avoib OPEN c\Floater

2.5.3.2. Metathetic <V>-roots, examples 3

In 3a the decisive role is played by the relatianking of A/OIDPARSE and
EXHAUSTPROOT.
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(25) AvOIDPARSE >> EXHAUSTPRoOT

In 3b, 3c candidates (ii) are the winners, becalusg incur the least serious violation
— that of AvoIDPARSE which is lower-ranked with respect toadsgE, FHLL and
*COMPLEX.

Ex.|C. PARSE : FILL *CompPLEX | AVOID | *ROOT |[ExHausTP | AVOID
n° | n° \non- \sonorant| \Coda PARSE FLOATER [RooT OPENG\
Floaters | closedo \Floaters \SuffFloatey Floater
3a IKr<a>v+av/
I. | <kr>.vav. *x *
ji. |.kra.vav. * |
= |iil. |.kar.vav. *
iv. | .ka.ra.vav. *b * *
3b Ikr<ao>v/
I | <krv> * *
& |ii. |.krof. *
iii. | .korf. * *
iv. | .ka.rof. *p *
3c /Kr<a>v+ta/
I | <krv>.ta. xRk
< |ii. |.krof.ta. *
iii. | .korf.ta. * *
iv. | .ka.raf .ta. *b *
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Ex.|C. PARSE | FILL *CompPLEX | AVOID { *ROOT |[ExHAusTP | AVOID
n° |n° \non- \sonorant| \Coda PARSE FLOATER [RooT OPENG\
Floaters i closedo \Floaters ASuffFloatef Floater

3d Ikr<a>v+<e>n/

I. | <krvn> * *

ii. |<kr>.ven. * * *

iii. |.krav.<n> * i
< |iv. |.kra.ven. * *

v. |.kar.ven. * * |

vi. | .ka.ra.ven. *p *
3e /kr<a>v+<e>n+a/

i. |<krv>.na. * *

ii. |<kr>.ve.na. * * * *

iii. |.kra.ve.na. * * 1

iv. | .kar.ve.na. * * | *

v. |.ka.ra.ve.na. *p * *

vi. | .ka.rav.na. *p *

vii. |.karv.na. * *
< |viii. | .krav.na. *

In 3d, candidates (iv) and (v) are tied until thalaation for A/oIb PARSE. They both

receive a single violation mark forvAID PARSE, a binary constraint, even though
candidate (iv) contains two parsed floaters, wiudandidate (v) presents a single

parsed floater. We see that, as in 1d, the decrsileefor selecting (iv) as optimal
candidate is played by the higher ranking ofHEUSTPROOT over AvoiD OPEN
o\Floater, cf. (24).
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2.5.3.3. CS-roots, examples 2 and 4

The optimal candidates in CS-roots are those witlialation marks. They all fill a
nucleus with schwa in a closed syllable before rsosamt, which does not involve a
FiLL violation.

Ex.|C. PARSE | FILL *CompPLEX | AVOID { *ROOT |[ExHAusTP | AVOID
n° | n° \non- \sonorant| \Coda PARSE FLOATER [RooT OPENG\
Floaters i closedo \Floaters ASuffFloatef Floater
2a /misl+H+a/
& [i. [|.mis.ba.
i. |.mi.ss. 1. *p
2b /misl/
.| .mis.<I> * *
& |ii. |.mi.sl.
2C /misl+ta/
i. |.mis.<I>.ta. * *
< |ii. |.mi.sl.ta.
2d /misl+en/
< |i. |.mis.len.
i. |.mi..len. *p
2e /misl+en+a/
< |i. |.mis.le.na.
i. |.mi.s.le.na. *p |
iii. |.mi.»l.<e>.na. * |
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Ex.|C. PARSE | FILL *CompPLEX | AVOID { *ROOT |[ExHAusTP | AVOID
n° |n° \non- \sonorant| \Coda PARSE FLOATER [RooT OPENG\
Floaters i closedo \Floaters ASuffFloatef Floater
da Ivrv+olic+a/
I. |<vr>.vo.li.ca. * *
ii. |.vra.vo.li.ca. *p
< |iii. |.var.vo.li.ca.
iv. | .va.ra.vo.li.ca. **p
4b Ivrv/
| <vrv> *ok
& |ii. |.vraf.
iii. | .varf. *
iv. |.va.raf. * p
4c Ivrvic+al/
I. | <vrv>¢i.ca. *ok
< |ii. |.vraf.¢i.ca.
iii. | .varf.¢i.ca. *
iv. | .va.raf.¢i.ca. *
ad Ivrv+en/
I. | <vr>.ven. *x
il. |.vra.ven. * b
& | iil. |.var.ven.
iv. | .va.ra.ven. **p
4e Ivrv+en+a/
I. | <vr>.ve.na. * x
il. |.vra.ve.na. * b
& |1il. |.var.ve.na.
iv. | .va.ra.ve.na. ** p
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2.5.3.4. CS-root + -/<e>c/, examples 5

Ex.|C. PARSE | FILL *CompLEX | AVOID : *ROOT [ExHausTP | AVOID
n° [n° \non- \sonorant{ \Coda PARSE FLOATER [RooT OPENo\
Floaters | closedo \Floaters ASuffFloate| Floater
5a /begl+a/
< |i. |.be.gla.
i. |.be.gp.la. *
5b /begl/
i. |.beg.<l> * *
& |ii. |.be.l.
5d /begl+<e>c/
I. |.beg.<lc> *x *
ii. |.be.gplc. *
iii. | .be.g.lec. * b *
iv. | .be.gbc. *c
< |v. |.be.glec. *
5e /begl+<e>c+i/
I. |.beg.<I>.ci. * *
ii. |.be.gle.ci. * *
iii. | .be.g.le.ci. * b * *
= |iv. |.be.g@l.ci.
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2.5.3.5. Metathetic <V>-root + -/<e>c/, examples 7

Ex.

nO

PARSE
\non-

Floaters

FiLL
\sonorant

closeds

* COMPLEX
\Coda

AVOID
PARSE

\Floaters

*RooT
FLOATER
SuffFloate

EXHAUSTP

RooT

AVOID
OPENG\

Floater

7/a

[dr<a>7++3/

<dr>.%».

.dn.72.

.0b.ra.723.

.oor.zs.

7b

[dr<a>Z/

<drz>

* * %

.dorz.

.drz.

.0a.raz.

*p

7C

ldr<o>z+k+a/

<drz>.ka.

* % %

.dorz.ka.

.draz.ka.

.0a.raz.ka.

*b

7d

[+dr<a>z+<e>c/

<drzc>

* * % %

<dr>. zec.

.dorz.<c>

.drazc.

.drs.zec.

.dar.zec.

7e

[+dr<a>z+<e>c+i/

<drz>.ci.

* * %

<dr>.ze.ci.

.draz.ci.

.dr.ze.ci.

.dor.ze.ci.

.dorz.ci.

\Vii.

.dd.ra.ze.ci.

Viil.

.dd.raz.ci.
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Candidate (v) and (vi) demonstrate thatotiR FLOATER\Suffixal Floater must be

higher-ranked than »AUSTPRoOOT, because (vi), with a violation mark for

EXHAUSTPROOT, is the optimal candidate:

(26) *RooT FLOATER\Suffixal Floater >> KHASTPRoOT

2.5.3.6. Metathetic CS-root + -/<e>c/, examples 8

Ex. |C. PARSE  FILL  fCompLex |AVOID {*ROOT [ExHAausTP | AVOID
n° [n° \non- \sonorant\Coda PARSE FLOATER |RoOT OPENo\
Floaters : ;closedo \Floaters A\SuffFloate Floater

8a /srn+a/

I. | <sr>.na. ** *

ii. |.sm.na. *
< |lil. |.sr.na.

iv. | ..ra.na. *
8c /srn+dak/

I. | <srn>.dak. *oxk *

ii. |.sorn.dak. * |

jii. | .sor.no.dak. *a, b
& |iv. |.sfon.dak.

V. |.s.ron.dak. * b
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Ex.|C. PARSE FILL  FCompLEx |AVOID (*ROOT [ExHausTP|AVOID
n° |n° \non- \sonorant\Coda PARSE FLOATER [RooT OPENG\
Floaters : ;closedo \Floaters ASuffFloate] Floater

8d /srn+<e>c/

I. | <srnc> xRk *

ii. |<sr>.nec. * * * *

iii. |.srn.<c> * *

iv. | .spNC. * |

V. |.sk.nec. *b *
& |Vi. |.Sar.nec. *

vii.| .$3.ra.nec. * b *
8e /srn+<e>c+i/

I. |<srn>.ci. *oxk *

ii. |.sarn.ci. *
< |iii. | .spN.Ci.

iv. | .sar.ne.ci. * | *

V. | .=.ran.ci. *p

Vi. | .sar.ma.ci. *ab,c
2.5.3.7. FGE-marked roots, examples 9
Ex.|C. PARSE | FILL *CompLEX| AVOID | *ROOT [ExHausTP| AVOID
n° [n° \non- \sonorant \Coda | PARSE FLOATER [RooT OPENG\

Floaters | closeds \Floaters ASuffFloate Floater

9a Idr<a>Z"F+ost/

I. | <dr>.zost. **

ii. |.dra.zost. * | *
< |iii. | .dor.zost. *

iv. | .da.ra.zost. * b *
9c ldr<so>Z"CF+n+o/

i. | <drz>.re. * % i
< |ii. |.draz.re. *

iii. |.dorz.rme. * *

iv. | .da.roz.mo. *p *
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Ex. |C. PARSE | FILL *ComPLEX | AVOID { *ROOT |[ExHausTP| AVOID
n° [n° \non- \sonorant| \Coda PARSE FLOATER |RooT OPENo\
Floaters | closedo \Floaters ASuffFloate Floater
9d ldr<o>7"F+<a>k/
i. | <drzk> * ok kK *
i, | <dr>.2k. * % *
iii. | .dorz.<k> * * *
& |iv. |.dor.zak. * *
v. |.dre.zak. * * | *
vi. | .drazk. * *
9e dr<o>7®F+<a>k+a
I. | <drz>.ka. xR *
i, |<dr>.».ka. * * * * *
iii. |.dre.za.ka. * * |
< |iv. |.draz.ka. *
v. |.dorz.ka. *
Vi. | .dor.za.ka. * *
3d /gr<e>m+<o>k/
i <grmk> * ok ok k *
ii. | <gr>.mok. * x * *
jii. | .gorm.<k> *
iv. | .gar.mok. * * |
& |v. |.gra.mak. * *
vi. | .gramk. * *

If we compare the OT analysis for ex. 9d — Abrz+<o>k/ — with that for
/gr<a>m+<a>k/ 'loud’, which parallels /ke>v+<e>n/, ex. 3d, we can see that the
different outputs from structurally identical uniyang forms are due to the fact that
*ROOTFLOATER is ranked higher than\®ID OPEN.

(27) *ROOTFLOATER >> AvoID OPENG
The root /gre>m/ does not obey *BOTFLOATER, because it lacks the lexical mark

FGE. Thus, candidate (v) gmak., with a parsed root floater in the presence of a
suffixal floater that is also parsed, does not ikece violation mark for *ROT
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FLOATER. The decisive role for selecting the optimal caatkdhere is played by the
domination order of EHAUSTPRoOT and AvoID OPEN, cf. (24).

Candidate (v) for ex. 9d receives the same marksiadidate (v) for /grs>m+<o>k/;
however /dre>z/ is a lexically-marked FGE root. Therefore, thendtaneous
parsing of the root and the suffixal floater in g&boptimal candidate alesk. is a
violation of *RooT FLOATER. The latter violation is fatal, because G&r FLOATER
dominates A0ID OPENG.

2.5.4. Conclusion

An OT analysis accounts for the Bulgarian data prieskin chapter 1 by means of
seven constraints and their relative ranking.
The constraints can be distributed in two groups:

Constraints that refer to syllable structure:

* PARSE FiLL, AvoiD PARSE (constraints that belong to the Faithfullness faraf
basic syllable structure constraints)

* *CowmprLEX\Cod

* AvoID OPENG\Floater

Constraints that regard floating vowels:

* AvoID PARSE

e ExHAusTPRoOT (with additional reference to morpheme structure)

* *RooOT FLOATER (with additional reference to both morpheme streetand
lexical marks)

* AvoiD OPEN. \Floater.

Some of the constraints, namely®b PARSE and AsoiD OPEN ¢ \Floater, are found
in both groups.

The underlying representaions of the OT analysibailleon the same assumptions as
those of the Harmonic Phonology (HP) account favsgtvowels in Bulgarian. The
FGE lexical mark on a subset of metathetic roots@mthe suffix -EC as needed in
both treatments.

The ordering of rules in the HP analysis followsnfrthe relation between rules and
constraints on syllabification that characterizeecsfic levels. Thus, the Rule of
Floater Anchoring affects floaters that are followdy consonants remaining
unsyllabified after M-level syllabification has diga, while the rule of Schwa
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Epenthesis is triggered by consonants that arelstillunsyllabified after W-level
syllabification has applied. Consequently, the rutenditioned by M-level
syllabification (Floater Anchoring) takes precedewer the rule associated with W-
level syllabification §-Epenthesis).

By contrast, the ranking of constraints, estabtishy eliminating all rankings that do
not select the right output as optimal candidaeather arbitrary. Moreover, the two
conflicting constraints ®OID PARSE and EXHAUSTPROOT, see (23), require exactly
the opposite as far as floaters of the root are@wred: A/0ID PARSErequires them to
remain unparsed, whereagHAUSTPROOT necessitates their parsing. The definition
of the former as a binary constraint (the numbegpasked floaters being irrelevant) is
also motivated solely by the necessity to achibeecbrrect outputs.
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