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Abstract

Since Levin’s seminal work (Levin, 1993)
there has been a rising interest in compu-
tational linguistics research which aims to
examine the relationship between the syn-
tax and semantics of verbs. A substantial
portion of the work comprises efforts to
discover semantic classes from syntactic
behaviour and also from selectional pref-
erences. There is also some work on di-
rectly examining related phenomena, such
as detecting subcategorisation frames and
diathesis alternations. Work in this area
is typically corpus based, although many
manually constructed resources have also
been used as start points and for evalu-
ation. In this paper, we present an En-
glish lexical database (being finalised at
the time of writing, and to be released late
2010) which we believe will be a major
catalyst for work of this nature, both as a
starting point for automatic methods and
as a gold standard for evaluation

1 Introduction

There has been a growing interest in computa-
tional linguistics in the semantics-syntactic inter-
face, particularly as regards verbs. A trigger for
this was Levin’s work (Levin, 1993) on verbs
which, following her predecessors e.g (Fillmore,
1967), demonstrated that given that a verb’s mean-
ing is related to its syntactic behaviour, we can
group verbs into semantic classes by virtue of their
shared syntactic behaviour. A key issue in any re-
search on this relationship is identifying what the

key syntactic behaviour and semantic components
are since there are a great many possibilities and
it is a non trivial task to identify the appropriate
features. Diathesis alternations are different sur-
face realisations of a verbs arguments. Levin’s
work demonstrated that diathesis alternations are
extremely useful in classifying verbs.

Levin’s alternation inventory, whilst the first of
its kind and providing a broader and more thor-
ough manual analysis than anything that had been
been available before, was restricted to a subset
of subcategorisation frames (SCFs) involving NPs
and PPs, i.e excluding sentential complements.
The resource was produced manually and not from
corpus examples. Baker and Ruppenhofer (2002)
point out that many examples of syntactic be-
haviour Levin provides, are not attested in the cor-
pus data (the BNC (Leech, 1992)) that they used
for the FrameNet project. Furthermore, actual use
of alternations for verb classification would give
rise to a finer granularity than is present in Levin’s
classification; many of Levin’s classes are seman-
tically motivated, rather than being totally deter-
mined by the alternation behaviour. Despite these
limitations, the book has triggered a large amount
of research in computational linguistics in auto-
matically identifying the links between syntactic
behaviour and verb meaning.

Prior to the work on automatic classification,
there was research on automatic acquisition of ver-
bal information from corpora that would in turn
be exploited for subsequent work on classification.
Acquisition ofSCFs (Brent, 1991; Manning, 1993)
was conducted with a view to improving results
in parsing (Carroll et al., 1998). Selectional pref-
erence acquisition (Resnik, 1993) was performed



to help with structural and lexical ambiguity res-
olution (Li and Abe, 1998; Resnik, 1997; Mc-
Carthy and Carroll, 2003). Levin’s work spurred
further research using automatically acquired lex-
ical information for diathesis alternation identifi-
cation (McCarthy, 2000; McCarthy and Korho-
nen, 1998; Lapata, 1999) and for verb classifica-
tion (Schulte im Walde, 2006; Sun and Korho-
nen, 2009; Stevenson and Merlo, 1999; Merlo and
Stevenson, 2001).

In this paper we will give a very brief overview
of the lexical acquisition work in this direction1,
and a summary of some of the key existing lex-
ical resources that can be used as input to the
work or for evaluation purposes. We then describe
DANTE (Atkins et al., 2010) a recently released
lexical database produced by a team of lexicogra-
phers scrutinising a 1.7 billion word corpus of En-
glish. The database includes over 6,300 headword
verbs with just under 3000 phrasal verbs with just
under 300,000 examples of the various features
of these verb and phrasal verb entries.2 We ex-
pand on the potential of this resource for lexical
research and we end by highlighting the possibili-
ties for integration ofDANTE with existing lexical
resources to further its potential yet still.

While there is interesting related work in other
languages (Schulte im Walde and Brew, 2002)
the bulk of the resources and lexical acquisition
work in this area has been with regard to En-
glish. DANTE presented here is also an English
resource. For this reason, this paper will focus
on howDANTE relates to English resources. Fully
automatic methods that simply use such resources
for evaluation are in many cases applicable to lan-
guages other than English.

2 Background: automatic acquisition of
verbal subcategorisation, selectional
preferences, diathesis alternations and
semantic class

We will highlight some key contributions, but un-
fortunately have not been able to include all due to
lack of space.

1Related topics of semantic role labelling, word sense in-
duction and word sense disambiguation are outside the scope
of this paper.

2There is likewise a wealth of information and examples
for other PoS, but we do not go into those details here.

2.1 Automatic Acquisition of SCF and
Selectional Preferences

There have been many works on automatic ac-
quisition of SCFs. The earliest is due to Brent
(1991) who proposed a system capable of recog-
nising five frames, using information from unam-
biguous cases, for example using pronouns for de-
tecting noun phrases. Following this pioneering
work there has been increasing attention paid to a
more comprehensive classification, and coverage
of more data using statistical techniques to filter
parser errors. Briscoe and Carroll (1997) devel-
oped a system distinguishing 161SCFs and, be-
cause it is not restricted to unambiguous input, can
output relative frequencies of these frames for a
given verb. Korhonen (2002) made various refine-
ments of the system, including use of Levin style
verb classes to improve statistical filtering to dis-
tinguish genuine frames from parser noise. Preiss
et al. (2007) extended this approach to adjective
and nominal frames.

Alongside the acquisition ofSCFs, work has
been conducted on selectional preference acqui-
sition using data in the argument heads of these
frames (McCarthy, 2000), or directly on parser
output (Resnik, 1993; Li and Abe, 1998). Erk
(2007) used example sentences from FrameNet as
input to selectional preference acquisition. Early
work used WordNet to provide classes for gen-
eralisation of the preferences (Resnik, 1993; Li
and Abe, 1998; Clark and Weir, 2002), but more
recently there has been work using distributional
similarity for generalisation (Erk, 2007; McCarthy
et al., 2007)

2.2 Automatic Identification of Verbal
Participation in Diathesis Alternations

Resnik (1993) demonstrated a link between selec-
tional preference strength and participation in al-
ternations where the direct object can be omitted.
e.g.The boy ate the popcorn.↔ The boy ate.
Lapata (1999) identified participation in the da-
tive and benefactive alternations using a shallow
parser and various linguistic and semantic cues,
which are specified manually for these two al-
ternations. Another approach is to use cues for
syntactic frames, coupled with the overlap of lex-
ical fillers between the alternating slots. Mc-
Carthy and Korhonen (1998) carried out prelim-
inary experiments which were extended by Mc-
Carthy (2000) on detecting ‘role switching al-



ternations’. Role switching alternations are de-
fined as those where an argument appears in dif-
ferent slots in different frames, examples are the
causative and conative alternations. McCarthy
and Korhonen (1998) and McCarthy (2000) used
WordNet as a means of generalising the lexical
fillers to semantic classes and used Li and Abe
(1998)’s selectional preference models to find se-
mantic classes with an appropriate level of gen-
eralisation. Tsang and Stevenson (2010) extended
this work by a graphical method which compares
the probability of the lexical items at the alternat-
ing slots in the WordNet hypernym structure as
a whole rather than at a set of individual classes
cutting across that structure. Using this method
they demonstrated an improvement on (McCarthy,
2000), particularly with regard to low frequency
verbs.

2.3 Automatic Identification of Verb Classes

In this subsection, we describe approaches which
classify verbs according to evidence often also
used for diathesis alternation detection, however
alternation participation is not overtly detected in
these methods. Merlo and Stevenson (2001) de-
tected three major classes of optionally intransitive
verbs (unergative unaccusative and object drop)
verbs based on argument structure using corpus
evidence of transitivity, causativity and animacy
of the arguments as well as other surface features
such as passivisation. Schulte im Walde (2006)
demonstrated thatSCF can be used for cluster-
ing German verbs. She also experimented with
selectional preferences using GermaNet (Kunze
and Lemnitzer, 2002) but without finding a sig-
nificant improvement over syntactic information
alone. More recently, (Sun and Korhonen, 2009)
demonstrated that unsupervised clustering of the
argument heads themselves can be used as selec-
tional preference features which in turn improved
the clustering of the verbs when used alongside
SCFs in contrast to theSCFs features alone.

3 Lexical Resources Available for
Research

The focus here is on verbal information. Note that
DANTE and FrameNet also provide a wealth of in-
formation on other PoS.

Levin’s classification A classification of 3100
verbs into 193 classes based on verbal partic-
ipation in 80 diathesis alternations, involving

mainly NP and PP constituents. This classifi-
cation was produced manually and examples
were obtained from introspection rather than
corpus evidence.

VerbNet (Kipper-Schuler, 2005) (Now extended
VerbVet) A verbal lexicon comprising 3769
lemmas with 5257 senses organised in hier-
archical WordNet classes but supplemented
with valuable syntactic information as well as
thematic roles and selectional preferences

Propbank (Palmer et al., 2005) A one million
word corpus which supplements the Penn
Tree Bank (Marcus et al., 1993) and has
been annotated with predicate-argument in-
formation. The semantic role labels assigned
to arguments have meanings that are spe-
cific to each verb. This resource is partic-
ularly useful for research in semantic role
labelling (Màrquez et al., 2008). Although
the corpus is currently limited to Wall Street
Journal News text, there is work underway to
annotate further corpus data.

Valex (Korhonen et al., 2006) This is an automat-
ically producedSCFlexicon of 6397 verbs us-
ing the system of Korhonen (2002) on a cor-
pus of 900 million words. A portion of the
output has been evaluated but the lexicon is
automatically produced and each individual
corpus occurrence has not been validated.

FrameNet (Ruppenhofer et al., 2010) is a lexicon
produced from analysed texts that places lex-
ical units (senses) in semantic frames, for ex-
ampleremoving or emptying which classify
verbs (and nouns and adjectives) according
to the semantic frames that they participate
in. Examples are provided from the BNC and
an American newswire corpus. The database
currently includes 135,000 corpus sentences
for over 10,000 lexical entries (nouns, verbs
and adjectives) in approximately 800 frames.

WordNet (Fellbaum, 1998) A list of 11529
verbs 3 (including multiword expressions
marked as verbs) with synonyms and seman-
tic relations marked. Although there is some
information on derived forms and some do-
main tags, the resource is focused on senses

3Here we refer to the latest version of WordNet: version
3.0



and semantic relationships e.g. troponymy
and entailment, and does not include syntac-
tic, grammatical and collocational behaviour.

In the following section we describeDANTE, a
new lexical database built from inspection of 1.7
billion word corpus.

4 DANTE

DANTE (Database of ANalysed Texts of English)4

was produced during the first stage of produc-
tion of a New English Irish Dictionary, and is
funded by Foras na Gaeilge, the official body
for the (Gaelic) Irish language. DANTE is a
target-language-neutral monolingual analysis of
the source language listing all the phenomena that
might possibly have an unexpected translation.
DANTE is a collection of lexical entries with infor-
mation and examples on every variety of lexical
information that the lexicographers have deemed
potentially relevant for a thorough and accurate
description of English.DANTE relates to the Cor-
pus Pattern Analysis approach of Hanks (Forth-
coming) in that a major focus is the prototypical
syntagmatic patterns of words in use.

The project team combined expertise in cor-
pora, computational linguistics and lexicography,
and from the very outset the project has been
solidly corpus-based The corpus used comprised
1.7 billion words from the UKWaC (Ferraresi et
al., 2008), some contemporary American newspa-
per text and Irish English data from the NCI (Kil-
garriff et al., 2006). This data was then part-of-
speech tagged with TreeTagger5 and loaded into
the Sketch Engine corpus query system (Kilgarriff
et al., 2004).

The distinctive feature of the Sketch Engine is
‘word sketches’: one-page, corpus-driven sum-
maries of a word’s grammatical and collocational
behaviour. The corpus is parsed using a sim-
ple tag sequence grammar and a table of collo-
cations is extracted for each grammatical rela-
tion. ForDANTE, the set of grammatical relations
was defined to give an exact match to the gram-
matical patterns that the lexicographers were to
record. The word sketch for the word would, in
so far as the PoS-tagging, parsing, and statistics
worked correctly, identify precisely the grammat-
ical patterns and collocations that the lexicogra-

4DANTE is described at www.danteweb.com where you
can also find a interface for querying the database.

5www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/

pher needed to note in the dictionary. Figure 1
shows a smallish portion of the word sketch for
the verbblend. The interface allows for seam-
less switching between specific collocations in the
word sketch and a concordance containing those
collocations. This switching from the word sketch
to concordance is extremely useful for finding ex-
amples of significant phenomena. A key feature
of DANTE, is that all lexical information is sup-
plemented with example sentences from the cor-
pus. The examples were not edited making them
ideal for building and evaluating robust computa-
tional linguistics systems which can cope with real
language. In order to help the lexicographers find
good examples for the phenomena under scrutiny
an automatic program (GDEX) that is part of the
sketch engine suite of tools was used for sorting
the examples so that the ‘best’ (according to a
set of heuristics) are shown to the lexicographer
first (Kilgarriff et al., 2008).

4.1 Lexical Information within DANTE

For a full description of the contents ofDANTE, re-
fer to the web site6 and (Atkins et al., 2010). Here
we provide a summary of information pertinent to
automatic lexical acquisition of verbs.7 Note that
all the subsequent categories of information are as-
sociated with word senses.

sensesLexicographers break headwords into
senses based on corpus evidence and pro-
vide examples of each, along with brief def-
initions. The definitions are designed to dif-
ferentiate one sense from another within the
same entry for a given lemma and are not as
polished as they would be in a conventional
dictionary. The focus inDANTE is on com-
prehensive corpus citations as examples of all
lexical information. Extensive exemplifica-
tion of senses are potentially more useful to
computational approaches compared to defi-
nitions which are produced for human read-
ers.

subcategorisation framesThere are 42 frames in
total for verbs, with additional specification
of preposition (see figure 2). These are based
on the work of Charles Fillmore and are de-
scribed in (Atkins et al., 2003).

6http://www.webdante.net/
7In this paper we provide our own labels for information

provided inDANTE.



Figure 1: A portion of the word sketch forblend.

inherent grammar e.g.rain impersonal

multiword expressions including idioms, sup-
port verbs, phrasal verbs, compounds, chunks

collocations e.g. fire (discharge a weapon) NP
collocationsshot, round, gun . . .

corpus patterns tendencies e.g. plural noun as
object

usagemarkers include:

• evaluative e.g.meddle(pejorative)

• regional variety e.g.nick (British) as in
you’re nicked

• domain e.g.multiply (maths)

4.2 DANTE as a Resource for Research at
the Syntax-Semantics Interface

DANTE is being released without charge for re-
search purposes. For computational linguistics,
and perhaps also other linguistics research it is
the combination of syntactic, semantic and us-
age information alongside numerous examples
that makesDANTE stand out in contrast to pre-
viously available resources. While some exist-
ing resources do have corpus examples (Ruppen-
hofer et al., 2010; Palmer et al., 2005),DANTE

provides a far greater number (300,000 for verb
and phrasal verb entries alone) and from a far
larger and more and varied source (in contrast to

previous resources with examples from theBNC

(FrameNet) or the Wall Street Journal (Propbank))
with manual verification of the data (in contrast
to automatically produced resources such as valex
(Korhonen et al., 2006)). This makes it a perfect
resource for systems which experiment with data
exhibiting specific phenomena e.g. particularSCFs
for diathesis alternation detection contrasting ar-
gument fillers at different slots. For example, the
PP slots in the two NPPPX frames with prepo-
sitions with and into as exemplified in figure 2.
While it is of course possible to use automatic re-
sources as a start point (McCarthy, 2000) use of
DANTE would enable researchers to isolate PoS,
parser error and other sources of noise that are dif-
ficult to avoid (Korhonen et al., 2000) when using
fully automatic methods.

In addition to the 300,000 verbal manually ver-
ified corpus examples8 it is possible to obtain
further examples direct from the 1.7 billion word
corpus using theSCF and collocation informa-
tion. Indeed, this information is already being
used in a preliminary word sense disambiguation
project.9 Computational linguistic approaches for
selectional preference and diathesis alternation ac-
quisition could use the data to gather argument
heads in specific slots ofSCFs. Since all the data
is assigned to word senses, and the word senses

8There are 622,000 examples over all PoS.
9See http://www.webdante.com/disambiguationproject.html.



blend: (PoS: v)
meaning: combine
SCF: NP
corpus pattern: with plural noun as object
example: I have very little idea of how toblend colour.
corpus pattern: blend sth and sth
example: High Points : The attempt toblend melodrama comedy and horror is a worthy if failed
effort.
SCF: NP PPX with
example: Kazakhstan was interested inblending palm oil with its own cotton seed and sunflower seed
oils for industrial application , officials said.
. . .
SCF: NP PPX into
example:I blend different colours into the background of my paintings to evoke sections of light .

Figure 2: A portion of the entry forblend. The portion has been simplified and shortened for pre-
sentation here, with only a couple of examples and features shown. Further examples are provided at
http://www.webdante.net/.

have associated usage information, there is scope
for doing experiments linking sense to syntactic
behaviour. Moreover, as well as a start point for
acquisition, the resource can be used as a gold
standard for evaluation of automatic acquisition of
information contained therein such asSCF, sense
induction, sense disambiguation and usage, for ex-
ample domain.

5 Conclusion

In this paper we have presented theDANTE lex-
ical resource which we believe will prove a use-
ful resource for computational linguistics, partic-
ularly at the syntax-semantics interface but else-
where also. We have suggested ways in which the
data therein could be used as a starting point for
research at the syntax-semantics interface, for ex-
ample alternation detection and selectional prefer-
ence acquisition, and also as a resource for lexical
acquisition evaluation.

There are a multitude of resources for En-
glish dealing with predicate-argument structure
and word sense. No one resource is a panacea and
researchers have already highlighted the merits
of combining resources (Merlo and van der Plas,
2009). SemLink10 is a great initiative in this di-
rection with mappings between VerbNet and prop-
bank and VerbNet and FrameNet. Atkins (2010)
proposes possibilities in this direction for com-
bining DANTE with FrameNet using syntactic in-

10http://verbs.colorado.edu/semlink/

formation common to both and distributional the-
sauruses (such as those in Sketch Engine) for re-
lating lexical units. We believe that interesting re-
search will result from such endeavours and that,
as well as automatic approaches for linking these
resources should prove interesting in their own
right.
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