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Annotating temporal information in corpora is one way to acquire knowledge for NLP applications that require time stamping and ordering of events, such as question answering and summarization. Markup language frameworks have been developed for this purpose, among them TimeML (Pustejovsky et al. 2005). We present here another framework for coding temporal information that relies on a precise description of lexical signals (e.g. temporal prepositions and conjunctions) to compensate for a smaller number of relations. Indeed, the more relations a framework uses, the more the annotation task is error-prone (Lapata and Lascarides, 2006).

The Asfalda Project is an ongoing project whose aim is to build semantic resources and a corresponding semantic analyser for French (Candito et al 2014). The project attempts to cover several semantic domains, including the temporal domain, in an unified way, namely the frame semantics framework, as carried out in the Berkeley FrameNet Project (Baker et al 1998). The English FrameNet resource provides a structured set of prototypical situations (frames) and their prototypical participants (frame elements), a lexicon in which lexical units evoke these frames and a corpus of annotated sentences from the BNC. This framework is essentially lexically based since lemmas trigger semantic frames. In (1), the preposition during triggers the Temporal_collocation frame, allowing the identification of the Trajector and the Landmark. The semantics of the temporal relation is encoded in the lexicon (during, after, while, …).

1) During [last night’s walk] Landmark [I stubbed my toe] Trajector.

In this presentation, we will first describe the modelization of temporal information in the French FrameNet and the effects of our methodology on this modelization (domain-by-domain strategy rather than frame-by-frame or along occurrences of lemmas in corpus, as in the original FrameNet project). We focus on temporal relations between eventualities or between an eventuality and a temporal expression, leaving aside aspeclturals aspects of the temporal description. We will then compare this description to the TimeML markup language, already used to annotate French data (Bittar et al. 2011), and show how these two semantic metalanguages are compatible. For now, annotated data are too sparse to be exploited by supervised machine learning techniques and it seems important to pool annotation efforts. We will finally expose issues that arise from the annotation of temporal information in such a lexically-based framework (implicit temporal relations, temporal relations expressed by constructions like gerund, …).
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